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1. Introduction

IPhenomena of the macroscopic world of ecology and sociology have ; B |
been represented for many years by energy diagrams showing caloric i
flows. These diagrams portray the fate of encrgy in converging and ; T
branching networks, and suggest to varying degrees the kinetics, cnergy
laws, and compartments of these systems (e.g., Zimmerman; 1933;
MacFayden, 1963; Odum, 1957; Odum and Odum. 1959; Ku:mnnd;r,_r
'hll b d‘,ﬂ.q;p_
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and its basis in them. The additive nature of energies of all types is
the basis for a single network representing all processes. For a book
account of energy language written for the general reader, see Odum
(1970). The language is offered as an interface language for simulation.

Ewnercy Diacram

Hlustrated in Fig. 2 is an encrgy diagram for a house. Potential

encrgy is derived from outside sources that have characteristic programs .

_of Idelivcr)r. It flows through the system along indicated flow lines and
ultimately passes out as dispersed heat (heat sink symbols). Along the
way encrgy may be temporarily stored as potential energy, may do
various forms of work, may loop back upstream for action from a
downstream position, or may interact with other energy flows. When
energy transformers are connected by pathways, simple systems are

{a)
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torraee, (nme of which occur frequently and are basic building blocks
for more complex networks (e.g., Figs. le, g, and h). In a qualitative and
superficial way, the energy diagram helps to keep track of all possible
flows and parts of complex systems, and aids in computing budgets.
Beyond this, however, a degree of rigor derives from the fact that implicit
in the energy circuit language are many rules and constraints derived
from long-established pringiples of physics, chemistry, and biology.

The basic types of circuits can be found in many fields of science
where the relationships have often been rediscovered independently.
Rashevsky (1960) considers chains of physiological processcs involving
reactions and diffusion. Levenspiel (1962) summarizes chains of
processes in chemical reaction engineering. Goodwin (1963) develops
parallel, feedback, and more complex circuits to account for gene
control of enzyme processes in biochemistry. There are many texts on
electrical network elements. The same network units are considered by
different writers under different names such as bionics, cybernetics,
network theory,-and reaction kinetics. By placing some of these concepts
in the language of energy circuits and generalizing somewhat, basic
combinations also may be applied to environmental systems and society.

II. Energy Source Module ]

Energy sources from outside the defined boundaries of a system of

‘interest are indicated by a circle (Tig. 1a). To specify a source completely,

the nature of the energy flow (as light, heat diffusion, flow of organic
matter, etc.) must be indicated as w¢ll as its mode of delivery. In many
systems languages “forcing functions’ are described as outside programs
affecting temporal patterns inside. Independent outside patterns of
force delivery and energy flows are forcing functions and require

. independent energy storages. . .. . e -

One class of energy sotirces:includes' those which' exert 2 constant
driving tendency even when large flowd are being drained. Examples
are pressure from very large reservoirs, voltages from large batteries,
and chemical reactions, under conditions where concentrations of
regctants are maintained. Another class consists of sources which have
a constant flow of energy regatdless of drains to using systems. Water
flowing past a waterwhedl, the flow of fuel from coal or cil fields un

Lp:ur!.d:i;-y I..ﬂ.'_d. - . 7 “ B
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and water waves, or they may deliver energy with matter flow as with
a flow of fuel or water. Sometimes one energy source pumps in a second
source by doing work on its flow. The encrgy source symbol has one or
more flow lines representing the pathway of potential energy delivery
and also the pathway of action of driving forces which may be part of
the encrgy delivery. *

Another kind of energy source has a repeating: pattern of energy
delivery. Examples include sine waves, square waves, impulse functions,
ete. A source may be stochastic, resembling noise and describable by

statistical parameters.,

IIi. Force and the Energy Pathway

Rooted decply in human cultural origins are concepts of causal force
and encrgy reflecting carly qualitative recognition of fundamental laws,
The formalization of qualitative concepts into quantitative definitions
of force and power of mechanics in nineteenth-century physics did not
eliminate the varicty of causal force and energy concepts in everyday life,
but merely added rigor to part of the area of previous application. !
For example, the numerical product of force and velocity is power in
Newtonian mechanics, but political causes and cultural encrgies are !
still discussed in vague terms, -

With the development of concrete formulas for driving tendency in
various areas of evolving science such as electricity and thermodynamics, '
a generalized quantitative concept of force emerged. In considering
various phenomena of the environmental systems, we can extend "
further the concepts of gencralized force as a driving impetus :mdlli
power as a measure of its delivery rate. Denbigh (1952) and Prigogine '
(1955) summarized the pgencralized concept of force as applied in
physical science (see examples in Table I). Jammer (1957) gives the
earlier history of the force concept and its use in such areas as theology
and literature where its application is still qualitative,

In this chapter two kinds of force laws are identified in energy
transformations of the macroscopic envirenment (Fig. 3). Both are
incorporated into circuit notations. Although physical forces are at the
root of all cause, the phenomena of interest are often the expressions of
populations of forces combined in various ways whose average effects .
serve as a causal function in steady state. Causal force coricept is.
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Fie. 3. Three types of organization of component power transmissions, (a) Com~
ponent forces add to form a single force that determines fux; (b} component fAuxes
add in parallel delivery of power becauss of channelling; flux depends on population force;
{€) component pm-ocuu_lwithquf organization diqlpemlhtat” Ji
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A. THE ENERGY PATHWAY .

"In the energy circuit symbols, solid lines represent flows of potential
energy from a source. Tlie source may be ad outside program of energy

. |zl 5 T4 v iy
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An opposing force is directed backwards along the line in opposition to
the driving force. The opposing force may be from a downstream
storage, from friction of the pathway, or from inertial backforce if
acceleration is involved. The pathway satisfies the cqual and opposite
force requirement of classical physics. The energy pathway therefore
is actually an equation in which the forces are st equal at-every point.
It is also a pathway of flow of an energy quantity that does not increase
or decrease, but only changes in form. The constraint of the first law of
thermodynamics is recognized by providing that all inflows be balanced
by storages and outflows.

In electrical networks, the ordinary wires are instantancously in
steady state between the force of the voltage and the backforce of the
frictional resistance to the passage of clectrons, but the modules that
the wires connect may not be in steady state. This property is adopted
for the energy network language. The isolated pathway line is always
in steady state, although the system of pathways and modules may not be.
The cnergy language by this device, as in electrical networks, has
transient phenomena such as growth and decay of storages while the
flow lines remain in a steady state balance of driving and frictional
forces. The pathways are defined as the balance between force X from
the energy source and the frictional backforces R J, where backforce is
proportional to the flux (of matter or energy, J),

=R )

and R is the constant of proportionality {called resistance in electric
circuits). Equation (1) rearranged shows flux propertional to net driving
force, which is Ohm’s law in the electrical case and more generally
the basic force-flux law of irreversible thermodynamics,

J =g X ' (2)
j = LX. {3}

where L is the conductivity describing frictional backforce tendencies

of the pathway. The absence of a line indicates absence of a pathway.
All pathways involve some kind of structure, temporary or permanent,
for which potential energy must be spent for maintenance, Each pathway
requires a work expenditure to maintain the upstream, downstream,
(o7 some lateral module. Each pathway. shows the path « of -potential

ﬁ- —

; L;ge direction along -'
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requirement that potential energy be dispersed as unusable heat is

indins

t.d by the heat ground diversion (heat sink symbn'l._gug.flc}t ;:i
some potential energy®by whichever modules are responsible for
i way.

pa;:m::::t?:::n thcyhcat sink energy diversions are dr1awn at :Lm:‘m;i n{;
the other of many circuits. For example, a fish swims mh‘ﬂ ta;nlc;i ;
and establishes by his movement a path\_vay of {P-ud to tm;i lu .
encrgy is shown in the di:atgmn:1 as :1 Pér_:at _.r;nl: 3nt;1;icmam module si

are mainly derived and distribute ; ‘
mfIEEZ ;*?:tﬁunim mnzentinn that every force has an equal and ?pfp-:)s::
force is represented by the energy patrhu‘ra:,r as a ba]ancedu] orc n
If acceleration occurs, it is considered within one of li‘fﬂ mc:r |E.1 s as a
energy storage rather than within the energy flow line. The ;n{::\;gy
dissipated in a pathway includes loss of potential energy dm over ;imaiﬁ
friction plus loss in specific work processes designed to m

" organized pathways as pipés, wires, spending ;hannels. organisms, ‘

ins, ete. -
!:??l: ??:‘::;: IE are given some of the single forces that may be driving

* energy flows along the pathways. For these kinds of processes Eqs. (1)~(3)

‘are descriptive.

B. CourLEDp FORCES

When there are more than two forces entering from energy slaurc;_:s or
storages along or intersecting the same pa_lthway, then there is a c;r::je
component of one affecting the other and vice versa. Forces are couple .
This situation is described in the notation of irreversible thermud:{na:mi{.s
by Egs. (4) and (5). '

g B T | @)
T Eoilim n p 5
Jo = LuXy + LaXs - (5)

' iprocity princi he component Ly, of
It is the Onsager reciprogity principle that the
force X, on the flow of the second J; is equal to the component Ly, of
thee second force X, affecting the first .!Iiow Sy ! -

i, i : {6}

i inei 510 ) Newtonian principle of
Th rinciple may . be . an.extension .of: the 1 ! o
-gquI:liFy of _gppming Aforces. Thus X; and X3 may dr lﬂh‘f i

ncrgy pathway, in opposing directions

Ly H“LII .
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TABLE 1

F -
ORCES AND FLuxes ruom PotenTiaL Enency Sources

Forces {calori
i rce® (calories Flu
ergy per unit displacement) (diaplaccnu-n:pu tifne)
Symbhal v X :
Llectrical !
Uiectic emf (V) Cu ; er ti
nu,,,:n:::im MNewtonian force ".':rxi:’:r :’:;].Ir.} C,hn_rn Zafesy
! . Torque Joci
e S
. per time :
Pressure
Surl; . :
L!;;h':cr energy Surface tension A;’:I:::St"_“ﬂ e |
Radiation pressure Volume pt:nt?rn
Mulecular diffusion {G!f"d“mf} :
Gradient of chemjeal Molecules per time
Individual malecula, chemical G B |
reaction in two parts® X
(1} Energy activation .
Activi Decelerati
crnslsmg farce harrier mo;?n:f:nuf Hininlec -
{2) Chemical combination Intermolecular and

MDIEL‘LIJI" veloci

i : iy
interatom ;
Steady state population of ie forces vhiad

chemical reacrion processes
I'wa conventions, neither
have both JX = Pand ' '
J=LXx 1
A.F i : |
8 ll:rce rn:aruy convention®  Chemical potential &
- Population of forces :
acting sepuratelyd

Rate of renction dujde '

N, proportional
F to Number of reacti i
o
number of component ARB
reaction pathways

* Potential is defined us the ratio of the power deljy
m:“tf or pure encrgy. Many of the farces in this col i
Smul_c molecular process invalving accelerati :dmn
#tatc unfni considered as 2 population, iy
X 18 power but J is not proportional 1o X, Th
mc:dyrtnm:cs trrl:'mmush.- on the justification of ;n a
J is proportional 1o X, but IX is not power,

ed to the accompanying flux of
are p:al:nri:lls by this definition,
elerations and thus not a steady

is has been used jn chemical thers
pproximation,

Fl i
uxes | on the energy diagram change along the routes being.

material in one segment. b
el i incluaigun 6{. ut pure energy such as heat and light in

- metworks | . ﬁr,r._grom.. material ETarms

more than one kind of energy makes energy'
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Whereas forces represented by vectors in Euclidean space have a

" magnitude and a direction, force vectors implied or drawn along the

energy flow lines are in topological space and have only a positive or a
negative direction, a force from the left and from outside sources being
taken as positive. Inputs and outputs are the pertinent features in

most networks.

C. DissiPATIVE FORCES

In Table II are given some forces which serve only against driving
forces, The first three are frictional resisting forces. The last three are
populations of resistive forces associated with some energy flows of
‘more complex systems. They act in reverse to energy sources although
they may consist of more than one process and resistive force, Some of
these forces are nccma_ry.and‘may be useful only because they permit
2 low cost steady state, Others may be directly useful. A grindstonesis
an exanple of dissiﬁitﬁvle W{'_:n.rf:' which is useful to its system. '
1t ' L

TABLE II

N Fonces' awp FLuxss 14 DissiPATIVE' W—:;:mr. FuwcTions®

T "
i

i Ir, e II ;Furu (calories pll_ver i - .. Flux )
' Type of work'" VU nit clﬂsphnernent} U (displacement per time)
sl 1 -+ § [ 1 joam s ¥a
Frictional processes «....i, ... o an Lo b T e
it Electrical resistance | ., ,, Backemf ., . Current (A) !
Mechanical resistance . Frjction Lo Nelocity

Rotary resistance ?rahlng torque ) Jﬂgultr momentum
1 Rat o ¥ . b L .

Structural :unt:bl]inglp'rwiﬁﬂ'l g

< iPattern changing 1+ 30t ki'nrbsl‘opping force ' Mise arranged per time

TRAELE ‘ Footeeen et ol of spatial patterningt o ]

" I|-|-_H i1l ;--:'pftun'itm““ [T PR T K
Connections betweenunits

o Tganizat_icrml connections Calories per circuit
of units connection
Maintenance ) Calories per gram Rates of replacements
[Eia &l i I wbels 4 o teplacement 1 - andi reorganization;
it ; : far i . (gltime) -

o I . -‘J.II I

established per time

™ T
, .1 For these forces the flux J is glways agpingt the force X and does not exist without

ll'l-‘.:l;lu_“-idl potential energy inflow. e P10, G T | 5
i i A : - N a5

PRl B
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these flows of tnergy can be thought of as displacements against struc-
tural forces, which like friction appose the process, The forces exert
more back resistance as the speed of the process is increased.

With pattern-changing work objects are rearranged. If rearranging
automobiles in a parking lot, it takes the coupling of free energy to
start them rolling and then when they are stopped, this energy of
momentum goes out as heat in the stopping friction of the sbrake.
If one rearranges the automobiles rapidly, one uses more energy flux
for the job than if one does it slowly. As the time used approaches.
infinity, "the Cnergy costs approach zero, neglecting friction of the
machinery. Thus, the amount of potential free energy that must be
expended in pattern-changing work for speed tax is a function of the
rate of rearranging. The final product involves a new state of arrange-
ment, but no appreciable storage of the energy that went through the
system to accomplish the work. Pattcrn-changing work as here defined,
like friction, is a function of the path, not the initial and final states alone,
However, there may be a path that is optimal for maximum accomplish-
ment,

Another kind of structural work is organizational work. This work
involves making connections between parts to form a system, thus
eliminating uncertainty in relationships and decreasing the possible

operation alternatives of the whole syétem, :

Maintenance work (Fig. 1g) is a form of structural work in which
some parts are replaced, rearranged, and organized so as to balance
exactly the dissipative tendencies for loss of necessary system structure,

D. Enercy Frow 1N STRUCTURE ARRANGING ProcEssgs
WITH ACCELERATION

An important process in MAcroscopic systems neccssary to their
survival involves spatial arrangements of parts. These involve accelera-
tion--deceleration actions and friction. The energy flows can be visualized
for a simple limiting case, which is found to be a type of dissipative
energy transformation,

Consider the successive arranging of identical weights in space
without ordinary friction. A force is exerted on each weight, accelerating
it as it moves toward its final position where it s stopped abruptly,
the kinetic encrgy going into heat. As soon as one weight stops the foree
accelerates a sccond so that the process is steady, but pulsing. Such a

halst.%__a_.\r .

orce of

%

T I8 2 sraightforward problem in mechanics. The input force js' -
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i i i icti hat the input force
‘his is something like friction, c_xcept t t th
ET:: Zsrs 4 T:lttllai w itk and then at a later time thF kinetic energy goc:
-]{]{}_"; ’r:rrhent. For a practical example visualize the ‘?rrangmg.(;
truck: m a parking lot, arranging troops in a ﬁeld,_ or uulf];e:chrng rpnler:: ;.
i also have ordinary friction i
for construction. These examples _ b
: ion i ily large. The energy per p :
although the’ correction is not necessar B ; 2
i ocity. The total power
is proportional to the square of t]?e average v
:;E ;rﬂ{:luct of energy per parcel times flux uffp;rcela. The overall power
issipation i i be of flux.
tion is thus proportional o the cu _ _
diﬁpéig. 4c is plotted the relation of power andﬂv‘:1m='t{ for the :.:T:;Eg
: i h'increased energy flux with increa ed s
gl Suobiguigis d wvely. Transformation is to
hen the input force is incréased successively. : C
;:1;::3[ wurk?which then goes into heat. The entire flow can be useful
3 me time is speed tax. '

?ﬂi a:otri;::isnn of k:imrfs in Fig. 4c shows the advantage of a1 ste:_di
icti i i compared to’an accelerativ
frictional load in an arranging process as coeunine

/ : d, the power requiremen
d stop type. For the same flux achw:w: 3 : require
:lj':e cibz iser:sLly greater with accelerative arranging. Fn—::uiun is a very
useful property to. complex systems, as the astronauts found,

E. GENERALIZED i“unﬂE—FLux CoONCEPTS OF STEADY-STATE ENERGETICS

The encrgy circuit languag; reprefsentsl ateag}rn;:at:ft?z::::trgn::;:‘;?
which concerns inflows and fates of various kinds. S
in spontancous processes. FnF each k1lnd of process w = i E

i al, magnetic, electrical, etc., each potential gy
'irfntf:rhiﬂsn;?[:’rt:z:;mas the grudu'::-t JX of the two quantities :hmh tha:!.:;
the dimensions of power P: I, the rate of flow (flux) ?f t f[ r}a, Hal;- .
‘conicerned; and X', one'of the energetic forces. The J :: an, : : i
‘chosen so that the ‘product  JX is power anid so that each ] 1sf mem_
tional to an X affecting'it with L, the conductivity, a.constant o f;; Ii]ven
tionality. For mample,:thé pdiver entering from ian energy sourc . g

:;n Table I is : | ' e Ihz anP !. ., .1. _.{.._I.I | v o
: [Egs. (1)-(6)]. (See Table I for'forces and fluxes which fit this definition. }

( i itive, 'nting power
the flows of potentiil energy are positive, represcn
fi‘&}:;ne‘:l ']tl:} tlfe system Ey'inpi:t forces from potential encrgy sources.

"I Others represent power delivered in overcoming: backforces in the .

rting potential energy.: A.l: uirF by the

dation law) some of the inf

process of storing " or ‘e
"'second energy principle

i
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first energy principle (conservation law), the sum of the positive and

;?ga':::; flows of potential energy J.X is the speed tax (P, in Eq. (8) and
1g8. y

Py = L X, + JaXs.

(8)

=k X2 2
P X, lh!. Piﬁzxz >
A=
(b}

0]

POWER DISSIPATION, P,

(3]

FLUX, J
(el

Fic. 4. lIdentification of forces, Aux, and power flows in dissipational energy prm:n:. '

Py

8) Input mmhmmw-m speed tax;  (b) input power exceeds speed tax; ¥
) Poier dasal; T b aya: . {1} dissipation in proportion.

£ ".;th is ii}ﬁd!ﬂf.*_ﬂdwglﬂ;
A LT R ok g TS .

4, AN ENERGY CIRCUIT LANGUAGE

The potential energy lost is equal to the heat dispersed in the environ-
ment b the first energy principle. This heat dispersed by diffusion
processes ‘is in proportion to the heat gradient (4T|T), onc of the
thermodynamic forces (Table I). Defining calorie flow as the flux J;
of the speed tax, the power dispersed is the product of the force and
flux, J, AT{T. By definition, the quotient of the heat dispersed, 4H,
divided by the absolute temperature -T" is the entropy, 45, generated
in the environment, 4H|T. This entropy is a measure of the randomness
produced from more ordered molecular patterns by statistical motions
of molecular enérgy. The second energy principle requires that there
be heat dispersal and entropy increase in the environment for any
process to go spontaneously. Stating the principle in another way: the
process must be probable. The. speed tax power dispersal may be
expressed in terms of entropy generated as in Eq. (9),

Py = JiAT|T = TdS|(dt). ©)

F. Force anp FLux wiTH ENERGY 1 PACKETS

The discrete inflows of encrgy in such unitized forms as photons,
sound waves, water waves, cannonballs, electrical pulses, nuclear
particles, and moletules of organic matter are a familiar part of many
systems, The number of energy packets transformed depends on the
number caught by the encrgy receptor, which depends on the density of
the packets in that vicinity. The input of power from a process of
catching such energy flows is the product of the energy packet density
in the receptor vicinity ‘and the volume of that vicinjty swept per time.
One may identify a force and flux for such flows by choosing the density
of energy packets as the force and the yolume of the receptor vicinity
swept as the flux. Then the flux is proportional to the force and the
product of the force and flux has the dimensions of pawer. For example
this convention has been used for light in Table 1. The density of light
is sometimes called “ratliation pressure.” W s

If a system is catching all of the packets incoming, then the power
input is identical to the passing flow of packets. In gther instances the

.passing energy is 4 'reskrvoir of enery _ﬁrkm'dcpqiwl encourages the

capture of some but ndt all of the packets as input, flux J. As long as
the" bypeein, vielnity, it is,self-rencwing and

oI IAF oapeuag, fores
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G. Force anp FLUX IN DIFFUSION oF MoLEcuLEs

IA.cnmmon area of application of the force-fux concept is diffusion.
Fick's law states that the tate of diffusion flux of chemical molecules, ]
18 proportional to the gradient of concentration ([ s

J = kd[]/ds, (10)

where 8 is distance, Since pressure is a function of the'concentration of
m{}lﬂﬂuli:‘ﬁ, the chemical potential energy (free energy per mole, i) can
be rewritten as Eq. (11} (u refers tc one molecular species; AF (see
below) refers to all substances present), o

~ p=RTIn[] I
[See Eqs. (14) and (31)~(33)]. Taking the derivative of ith r
v i Lol g erivative of (11) with respect

ds _RTd[] |
s ] ds° (12)

Cumbining_(ll‘.]) and (12), one writes the expression for diffusion in t*erms
of the gradient of chemical potential, i

R de *
-84
If the_ﬂux of molecules is taken as J and the gradient in chemical
pat:f*.tml as the force X, X is power and ] is proportional to X
consistent with other forces and fluxes in Table 1. For an example ni’
application of these concepts, sce Best and Hearon (1960). 'While
chemical potential is a force in diffusion, it may not be in chémical
reactions. ' 0

H. First ConvEnTION FOR CHOOSING FORCE AND FLUX
iN CHEMIcAL REACTION SysTeEMs K
There are special problems in identifying force and flux in'chemical
systems so that the flux [ is proportional to the force X [Eg. {(3)] and
the product of force and flux JX is power flow [Eq. (7)]. In chemical
: ____thernmd:.rfmmic_,s one convention, as given in Table 1A ‘is to choose
the chemical potential energy (AF or u, free I

L
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concentfrations, not in proportion to free energy available. As demved

" in igs (31)(33), the potential energy (constant pressure) per mole is
proportional to the logarithm of the concentrations of reactants and

products of the process concerned:

products

reactants (14)

. dF = 4F, + RTIn

(4F, is for the standard state). 1
vi. If the chemical potential 4F is the logarithm of the concentration,

i the flux, rate of reaction J, is proportional to the concentration; then
the relation between flux and chemical potential is tested by combining
Egs. (14) and (3), letting X be concentration, -

‘=) arer 1
I o F=g e (15}
- \where R is the chemicali resistance. The. flux is not proportidnal to

' '4F and hence AF is not correct as a choice of force.
The reasons that there is difficulty .in choosing force and flux in

i iy T
i !

i
b

"' chemical systems'is that'one is not dealing with a single process but

“*with ‘a statistical 'sum -of separate .physical processes. As considered
* i subsequently there may be a more accurate causal concept than chemical
potential for statistical assemblages.
Pal v v :

L. SEMANTIC PROBLEM OF LINEARITY

' Many processes of the macroscopic world when expressed in the form
‘of Eq. (1) aré not linear, Le!, R is not a'constant. However, some of
' these processeés ate actuilly compound linear dircuits by which energies
""are involved in feedbacks'and other arrangements. It is a basic aspect of
" the energy language thdt there is a linearity'in the simple single pathway,
" 'although thé' compound' modules which these simple pathways form
" may be nonlihear. It ig' customary 'in ‘many fields such as electrical
""" “engineering to definé ‘the linear process as one in which the flux is
"'*"proportional ‘to' upstrean' storage, referring to other proccsses as non- -
"' linear, even though these other processes aremade up of components

' that are all liheat. Fol'those in'other fields 'this custom is sometimes
|, . @ source of Bembnti¢ fiisunderstanding. A 'tadio with many pathways
.\ each of which ¢ folléwitig linear préocesses has many modules, whose

*srﬁ*nmmw‘fgw:-swwﬂwwnwa and
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component pathways. In this sense all processes are linear and all

processes are in proportion tora force, cither a single force or a population

force. Compound modules are nonlinear, but their nonlinearity is a
.result of the configurations of more than one linear pathway,

For example, in micrometeorology and plant physiology the diffusion
of carbon dioxide in a forest is often represented with 'Eq. (1); R is
described as a paramcter that varies with place, height, and time of day.
It is not really a constant but a variable because the process is not a
simple pathway; R is actually being misused. In energy language there
is a multiplicative intersection of energy flow from an energy source in
turbulent eddy flux. The component processes are linear, but the
combination is not. Whereas the use of variables as parameters has been:
an objective process, the energy circuit language has a more basic ideal
of breaking compound processes into their linear component circuits
or if compound modules are used, they should have clear definitions

in relation to elementary units and with the corresponding differential.
. equations, : : :

[

IV, Population Force

The energy circuit language recognizes two levels of foree, only one of
which has been discussed in the previous paragraphs. The classical
physical concept of a single force, such as a force of gravity, an electro-
motive force, a magnetic field force, etc., is represented by the energy
pathways as the line of action of these forces, and the movement of
energy along the pathway is in response to these forces. As frictional
backforce adjusts to cqual the driving force [Eqs. {1)-(3)] a balance 15
achieved by which the flux is proportional to the force. Work is done.
For these regularly recognized physical forces, the cnergy circuit
language is suitable for showing the nctwork of actions, pathways, and
energy sources. These forces may be made up of smaller component
forces, as when water is additive in the water tank or electrical cells are
additive in voltage in the series battery, but the output pathway has
one resultant force, where the component forces are additive, :

The energy circuit language also recognizes another level of force
which is pertinent to the population scicnces, defining population
scicnces as those in which the phenomena of interest result from parallel

actions of a population of small forces. Chemical reactions, biological
processes, ciological phenum:m fur__'g:;?rgglp,}___arg -_ma_.h_;bl;;y concerned
3 B VAL tE.F "
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Fg: iuese types of energy flows, each separate action has a force and
flux of a regular physical type (previous paragra?h}, but thel ﬁu.\:‘ af
output of the group is proportional to the number of mmul.tancm_zs y ?ﬂmg
units. Flux is proportional to the number of forces (population force),
which is designated N. Whereas the energy per component action is a;
previously discussed, the total energy is oroportional to the number o
actions. The variable is N, not X. ) : _

The energy circuit language where populations are involved expresses
the action of N, the population force, in driving the flow of energy
bearing flux [, v .

: S J=LN, . (6

which is-as fundamental a proposition as the furcg-—ﬂux l:fi.iltiﬂnshlp of
the single force [Eq. (3)]. Both types of force operate in the energy
circuits, one compounded of the other. Bm:h are lifiear pru[;?smulns_
and hence the energy circuit language has as its basic feature a linearity
of flow in response to a force from an energy source or storage. In some

" cases the line represents a single force X (where its component forces

ar¢ adding) and in other instances the line rebréaif’.ﬁtd a sum of parallel
drives, the component forces being ‘accokding ‘to the ' population force
expression N,

A. Comroxests or PorvLaTion Force

Many processes' in nature combine the act1inn of anul:nions of
separate events that individually are one-way actions not in stead;,f state,
The overall changes in chemical reactions are the sum of actions of
populations of individual molecules; fumli chair_x flows are the sum of
individual food flows in populations of organisms; the flow of _fu::l
through the transportation industry is'a sum of flows thrml_gh pqpulatmns
of motorized units. For each component-event we can identify a true
fforce x and flux:j as in Table:l for single chemical cvents, We can
then add the component forees and component fluxes to obtain a group
‘mumber for each quantity; but if we do, tHe product of the sum_nf
fluxes and sum of forces is'not the sum of the power that one ah[:ims

" by summing the total of the individually separate jx products. Arith-
metically, the sum of products is different from the product of the sum.
‘It is simply not mathematicdlly. possible-to represent the _p.opulan_!?n_of o

'zx.iq]-‘w:.m.-. et T -. ; : s J':b;-’!‘ﬂ-tﬂ!_‘ 1y L m

fighis, b ST e
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1952.) The crroncous choice of force and flux is given in Table 1A
In urdFr to distinguish the components from the population quantt: :
we designate small letters for the component force x mmpun:?ntaﬂ iy
and component power Jx. We use X' as the sum Inf the com uzx Jt'
forces and J' as the sum. of the component fluxes. The fullnwing Scrif’:-

ton [Eqs. (17)+22)] is made for populations of equal components, .

2 special case of 2 population of unequal components,
For the separate component processes we rewrite Eqs. (3) and (7)

with the component symbols (small 1 i i
A 28
M R s gt ( etters) including / as conductivity

=l | (17)

I = p. " (19)

Cumbining Eqs {1 9} and .|:]']|':| =
z ! . the flux resuly f th
18 given in terms of the component properties: ing from the components

= Pl !:2‘[]_}

lati - ;
:I::Jr a Popusation process in which , /, and x are constant, the population
X 'E: 1S proportional to the number of units n, which may thus bhe
regar Fd as a linear causal factor. In the chemical case x is chemical
potential, Au (Table I).

In general both the mass g and the number # as measures of quantity

of component fuel units acting in parallel are in proportion so that the

Aow may be written as a linear function of either if appropriate constants
are usled, Because the equations follow closely some analogous ones fi |
-tle-:tnc:!l analogs, it is convenient to introduce the Eanlit N =
pnpu’latfun force, defining it in terms of number and massq as in Ejr (2133
Population force is proportional to the quantity of matter driv?:;g th}:;

population flow, but differs numericall fro :
2 m
constants of the system involved: b n # or g according to the

288 O fo populatia

N =Q|C =ngiC. W 1)

L]
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Combining Eqgs. (20) and (21) and using the constant L’ to represent
the group of constants p/Cx[g, one may write the causal equation of
population flux as a function of the population force in a form analogous _

to that for the force-flux equation:
J' = (piCx|g) N = L'N. (22)

Thus we define a causal factor N for a population phenomenon using a
different convention (B in Table I} from that often used in chemical
systems. Many chemical, biochemical, biological, ecological, and
industrial systems can be studied with this expression in which flux
is proportional to the cause N. However, the product of population
force N and flux J' is not power. The quantity N was previously
discussed as “ecoforce” (Odum 1960; 1967a), but since it applies to

- chemistry and cellular biology as well as ecosystems and sociology

..- .L:

and ie S0t a singl2 force, it now seems better to use 2 different name,
“popuiation force.”

In the special case in which the potential energy W is in proportion
to the number of component processes (as when grain is stored in an
elevator), the flux in Eq. (22) is also proportional te potential energy.

B. PrororTioNaLiTY of PoTenTiAL EnERcY, PoTENTIAL, FORCE,
ann Power

Sites of potential energy ‘storage (symbols in Fig. 1b and d) have
potential and exert force. Potential is the work done per unit moved
from equilibrium. Force as defined broadly here is that function to which
the flux is proportional and may be a single force or population foree,
In some systems such as electrical ones, the flux of amperage is propor-
tional to the force of veltage, which turns out also to be a potential so
that flux is proportional to potential. With chemical reactions, flux is
proportional to the population force, a concentration gradient, but not
to potential. Chemical potential is a logarithmic function of concentra-
tion ratios. However, other systems in which flow is proportional to
population force in the macroscopic dimensions, transmit packages
of energy. - .

The energy storage is made up ot these packages of energy set so that
the flow is propertional to the population of packages and can at the

e e proportional, to. the ‘potential andrgy. storage and.the ..
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storages and flows, The flows are proportional to the type of force
prevailing (single force or population force). Potentials, storage functions,
and relationship of flux and power te these vary with the type of energy
‘storage and flow and must be specified if this becomes of interest.

In the energy circuit language the pathways are always flows of power.
Flux, however, is variously defined in different segments of the network.
The flux may be defined as identical with energy flow in heat and other
pure energy flows. In other systems it may be the flow of a material
such as electrons or water (Table I). In some systems, those that fit
the group of thermodynamic forces and fluxes in Table I, the produet
of single force and flux is power. In other population flows the power in
the pathway is not the product of population force and flux. It is the
product of the energy per component u and rate of flow of components,

P =pjJ = uL'N. (23)

C. Powen ano Forces DeLiverep BY PoruLaTions 1v SEriEs
AND PARALLEL

The power and force delivered by a population of separate duplicate

processes depends on the manner of combining the components (Fig. 3).
If the flows are parallel, the fluxes add; and if the components are
joined the forces add. A familiar example is a population of electrical

dry cells. In cither case the total power for the population of processes
is the sum of the powers of the components jx:

P =13 jx=pnjx (24)
Note in Eq. (24) that the power is proportional to the population size n
as well as to the magnitudes of component force and flux.

In processes such as radioactive decay and metabolism of populations

of peaple, the flows are separate, the forces act separately, and Egs. (19)
and (24) can be combined as (25): - '

P=Jx (25)

The flux J' is the sum of the components, ¥ j, and the force is thé‘ft :;:rf
cach component,

In other processes, such as living electrochemical cells uniting
electrical outputs in series in an electric ecl or people exerting pull on

the same rope to combine forces with one flux and one group force,
Eq. (24) can be expreased in terma of 4 single group force X’ substituted

bk
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] oher resistance and the force X
* There i fAux j that goes through hig it
) h;:cgﬁr:n:[ l:ﬂm.;ontntgﬁ. ¥ x. The regular definitions of force and flux
is the :
in E ) and (7) are appropriate. :
m ‘EJ{E‘rE}}awer ;l.;la}w in chemical systems that follow Eq. [25;,1 {fnrlscq::?r:e
" acti n§ ispdividcd by the flux ], according to thle prucllzdure u;z: cn;r unigt
5 ::ntiats the component force x results. This qumn.::nt.g?? Tnﬁic g
on is ‘chcmica\ potential. The erroncous canvgmm: u:h i
Ty i t force rather than the
i ing force gives the componen ither e
j Ee-:z?\ttliﬁ that chcrmincs rate of flow, because In this _t:l;:ss ::.i;‘..t:::::‘. -
i i i once h
i ?ﬂaclinna the potential function [Eq. (27)] is not linear wi h(;:;; Stk
" Convention B is more appropriate for selecting cause where p
4]
; i rallel action. : 1 .
: 'a[?’:)r;:ﬂlitiuns of chemical molecules can act mthc; in sfl.msctt:; T::I:;a'ri
5 a
; i ' i yn the process. When there i3
rees united depending on : en the o
Ef’iactian where molecules are reacting by En'lhmm:.s in mangms:psmcc
actions the forces are separale and convention 3 {? aPF;-ﬁnHDL” o
i i lation force 2q. ’ :
o te is proportional to the popul: rce ,
I 'Ith:m:!aa 5urI;acE area is provided against which l:ht.': molecular mhnm:n::
'wa sum to produce a pressure ot through whu:1h they may tlrr: -
n:.myntic pressure the forces add, and the rate is proportiona
. - 2 . ! [ ' ¢y
» oroun foree X' (B (26)). ", . o - o
"'g'ri‘-.jl:cn an clectrode is pr'r}\ru’sed and ethbnumlacgmx Lic{zﬁzctl:u; !
it : ion ) ts beeaus
4 ics ¢ | type of force expression resull
energics equal), a third type ; : g
eriv : pa o of molecular reactions at the |
dirived from the population o ular reacti e
: Ve Jectrical potential E that 1s equal to em!
together to develop an ¢ i . L e ceodion,
1 jution AF as given in Eq.' (27). :
Jrsenieiud en ' of moles. Due to the self-
"fis T '« canstanit and n the number of moles. L7
B Sl : ‘ctrbris their potential is the same as
= ! ' f electrons their potential is
repulsing charged nature ol electr i g e
! v ce. Th thus expressed when _
"'the electromotive force. The force : ( ¢ o o
' ' ilibriom 1 to the potential and henc
“ and solution are'at equilibrim 'is equa . ,
a:ld' 'ﬂ-.na ithm of the number of components. When the clcm!r:de is
tlt‘: ; i Y . g *
connected so as to flow electrons externally there i1s no equili ::;;Iemd
.and the flow may then follow Eq. (26). Thus, the t}rpcl-::-f fFrrce pro t]iu.ns
by a population of component forces de?end?_ on thF circuit connec
of their action. © "' ' ke
' 'Figure 3 diagrams the"f)g:‘a]IeT,,and_ culmbmed
' for.two processes’ With 'the same overall power output.
Tepresented by the sae chbrgy ireuts
§ rasagd s ¥ T, [Nt R e T

force arrangements
Both can be
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one route. Where the forces are actin
in our energy study by placing them in
indistinguishable and for the larger syst
Hence we can represent the populati
the force involved as the compaonent
force N as the linear causal factor
In Fig. 3¢ the force

g separately, we combine them
A compartment because they are
em are of little scparate interest,
¢n as one group flux J’ and identify
force x, while using the population
of importance affecting the flow,

group action. Such a system is normally nonadaptive and .is excluded

by selection unless such disordering serves some role, as it sometimes
does. Examples of dispersive actions which are adaptive are: urban
renewal, dispersal of seeds, and distribution of rain.

Summarizing, the pathway of the energy language always represents
the flow of energy from

a potential energy source, a balance of forces,
and a steady state in that segment when its inputs and outputs are steady,
The nature of the causal force is not automatically defined by the pathway
line. One must add vectors or other auxiliary notation (1.e.; Fig. 3]

to specify whether a given segment is a single Newtonian force propor-
tional to potential of the driving source or the causal linear drive of ‘a
population force propertional to number of component diiving process

elements. When diagramming and analyzing simple systems such ag
electrical networks and groundwater, the Newtonian drives are involved

[Eq. (2)); when diagramming and analyzing ecological and social

systems, population foree drives predominate [Eq. (16)]. Both can he

used in the same energy network system. One may quantitatively .
diagram flows and storages without necessarily knowing which applies

if power data are available, ,

In analyzing systems of energy pathways and their modules differential
equations can be written following either of two procedures: (1) The
rate of change of a storage in terms of input and output energy flows
can be written substituting expressions for each flow in terms of other
source and storage forces, (2) Forces that converge on a point can be set
equal, and cxpressions substituted for cach force in terms of sources
and flows. These procedures are employed in commentary that follows

on cquations and behavior of each module in terms of the internal
networks they represent,

Him, (ST

. expreased ‘and its stdrage ‘Fdbm defined’ by &n '-.E?P'ria':"cl:jn.

o Warer sto
e % %ﬂ s "
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ition
Wandering of molecules makes the process 8o and" hj,lr ,(1cﬁr:1 o
d'“ erses its molecular motions collectively called heat._ hl[ e ‘.:aﬂzmr
1'5::1105 (Fig. lc) represents this energy dispersal, which mus i
i taneously from energy operating module of a;‘m er?grigy s?*t - c
Hhen ; flow or electrical resistanc
1 't such as a water flow
When some simple system _ _ Bl e
i hbcin represented, the heat sink receives flows dnrculyr fram i
5 th ng{Fig 4). In complex modules that represent groups o plrur.es €s,
W - - ; : :
F;R hl:::}ftr sink is a miscellaneous conduit of heat d:spcrsal_ nflt e r:;a:i
“ecusqﬂ grouped together for convenience. The rcspnmtmin:l o :
E:Dani;n;lis the sum of the many processes of work and hlcat § :T;r;:r;
Rfspirutinn is-easily measureable by the ulxygen consumpt mrnI {:masure
i [ an -
ioxi [ h accompanies these processes, Sul
-dioxide production whic mpa ‘ i el
t sink is a good starting po !
ment of total flow to the hea : gl S it
lex systems. Whenever of int . B
the encrgy flows of complex abidens!
compum:gnt processes mey be isolated, 1ablc|ﬂ!. me;sur:ﬁi anr::_l;ip ;Stﬁsgcr
[ : d heat sinks, leaving by subtr A
oy sepe:ate flow lines an . s o
ﬂ:;x ralf heat dispersal represented by the main miscellaneous heat flo
he module (Fig. lc). _ 1 -
of;ﬁ shown in(F'FE- 4, heat digpersal into the heat sink can 1;{:_ "Is;:a}f:i
j i i a drivin
f potential energy which exerts i
as a flow from a source of p _ gy B e
i :rmal gradient and is opposed by a
‘in the form of a therma e ; o Fig, 4). See F{] {9}
i i c : il entropy increase (X in Fig. 4). & e Eq.
iinherent in the property « : , : ;

-+ The heat sink symbol represents the last stag.cs 0!' pnl:l_ntm]r LnerEy
dispersion when molecular and thermal diffusion is dl:splersln%vaeﬁ
ential energy remaining in molecular component populations, .
heat i i :1f- ating thermal engines,
heat is dispersed by pddies and other se generating the nemas,
an outpumping subsystem exists that requires :dcnhﬁcatmn.l |algr;.L :
ming, and evaluation. The symbol for this is more than ti'ur: simp ek :::
i | : i -

drain. Additional modiles with energy storage and, pumping wo
required, as described for F:gl, lg. |
1 I i ] t i
'VI. Passive Energy StorageIModu]e :
e

"' Whén potential energy ik 'SI:Drf.‘d;'WiT.hin the ‘defined si'stfrnﬁesl::a::
‘represented by the tank symibols (Fig. Ib and d).'Energy Efﬁ}r.ig A
“exert' true forces'eithér togibther as a single Newtonian force b
iparallel as a group population force.” A potential ‘energy sFurﬂf::lrllis :is
“eampletely defined until the ‘quantity of potential ‘energy in c

L]
T
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AN is mainly proportional to the number of grains,
' i inst the resisting force of
potential energy when one
isting force. The more work that
rage unit, the more'energy there is
unit can deliver whep a pathway of

is donz against the backforce of the sto
maore force thay
outflow is provided.

In Fig. 1b passive storage is indicated by which the

- potential energy
developed by work elsewhere is moved into a storage location withoyt

creating new potential energy. Such a flow requires an energy diversion
or @ second energy flow to move the potential €Nergy into position,
doing wark against friction and energy barriers, but net increasing
the quantity of potential energy by moving it into situation, Pumping
gasoline, stacking potatoes in 3 store, or placing dynamite in an explosive
shed are examples, Co
When an CNErgy storage reservoir consists of a collection of component
_identical €nergy-containing Packages which are not exerting forces op
cach other, the potential Energy of that reservoir is the product of the

mass of storage unis @ and the ENErgy per unit mass #- This is the
population potentjal energy IJ: o

W = uQ.

For example, a bin of potatoes constitutes group of units cach with
chemical potential encrgy, the total potential being the product in
Eq. (28). If one WETe computing the potential energy within each potato
in terms of the molecular compasition one would yse 5 different formula-
tion for the potential in terms of storage forces overcome during
synthesiz, Forp macroscopic Processes, however, the potential encrgies
of storage reservoirs are EIven in proportion to the number of storage

The energy of storage may be delivered from the site
i i hway that expresses jts
1 gies stored within each

(28)

".‘
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ne addton of successi i not involve
i : SERRIVE E-I.DTI:d. umits I'.Il.']t'ﬁ i
Welrmea ¢ ol LTH; against which the work is done,
c ire s x or displacements & agains

hanpire forces F ! . g
the potential energy is proportional to their number n

It

o
W = nxh. (29)
i mst gravit
2lev t.it:m of successive equal weights to a plat[arrr} ;?f:t”::;mfme ._3;'
'E LwIavcs a constant gravitational force and t::e, s?mf_- iv,r-:_drustr}l ot of
dhiplas Stari vds in a chemica 5
A -ement. Storing of compour : el
dLSPj“i:I‘;' as 15 the reproduction of offspring of equal si ¥
example, 1 -
e W;' Dl:her fdetizi;“i;n?ncrcas:ing as a fugction of
= = ;
'here the back force of the pote : , ket
thé: : units as they are stored, summation requl.resltm ;:gn i
i %i water inte a vertical cylinder, the force {gravi }]I:ai:d gwat“
glhi;mxforﬁ is done increases as the weight of the accumu

increases with heig‘;ht, Water density is 5, and El'f:‘a.lS a:
LW e | sghdh = jasgh. (30)
| . s
I ential i ted due to the combine
W forcté of the potential is exer | :
t‘;?l;i:rzftiicum'#lating malecules behaving as ideal gases in a gas
ac _

h or a dilute sblution, the 'sum of the work done is the sum of the
. phase .

' 2 i ssure
roduct of compr I sed volumes and pressures nvercm;ne with pre
End volume responding inversely according to the gas alw,

Pv =.nRT; (31
E [ T T 1 j.f"-
lif=_[PdV5j“_i—TdV=uern7;, (32)
L R oz by
I&':jL’HP:J‘HPTJ.FﬁJ:R?InP—z. (33)

lati £ or an
Because of the reciprocal relation of pressure and \fﬂi]um su-rfacg
molecular concentration and ‘its group thrust agr]c-ss a ]:‘:;:S!] Energj:
i s less and less potentis
increase of molecular concentration adds Iess aj o EJ perty
in the logarithmic relation of Eq. {333. ".[_"Ihjs Iam:]ifbugha el o
: i rusti olecules 1
molecules into a tank, to the t]'}i_-umpg of molecule il i e
or to the packing of electrons ll‘mm an elcctjrudg m;_g S it
of malecu dce 1
; f molecules on a plane surface Hion,
Thus the group force of molec ettt oo
to their number, but the Acgumyated potentisl coefpy stored there s

ion. L he wa Dor potenfial;
riion to the logar Lo R ;
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The change in potential energy (excluding that required to change
volumes while adapting to constant pressure) was also called “free
encrgy, 4F." Equation (33) is the expression for free encrgy change in
terms of molecular concentrations or pressures. Free energy is appro-
priately used where processes, as in the biosphere, are under a constant
‘pressure to which any gases appearing adjust volumes until they have
equal pressure. Work of such volume adjustments is omitted when
free cnergy is calculated, but has to be included in a complete energy
budget. ’

In storage of electrical charges (Q) on condensers with electron flow
in metallic conductors, the charges have electrostatic self-repelling

field forces (voltage E = Q/C) so that the force overcome in adding an
electron to storage is proportional to charges already accumulated:

1 o 8
*"’=fj,9‘f9_=§gﬁ-

VII. Potential-Generating Storage Module

When the work of generating potential energy is done within the |

system it is represented with the modular symbol of Fig. 1d, which
shows. heat dispersal into the heat sink accompanying the pumping
of potential energy into storage against backforces of that storage.
Depending on the kind of work being done, the nature of the storage
function may differ and a full description of the system requires an
expression of this. The potential generating process involves at least
three forces: the driving input force, the backforce from the potential
energy storage being increased, and the frictional backforces of heat
dispersal (Fig. 5). When the input and potential generating forces are
equal, the system does nothing and is defined as a thermodynamically
reversible one that can go either way with slight addition of energy to
either of the two balanced forces. The second energy law requires’
that for spontaneous movement there be some heat dispersal and thus
for the input force to exceed the potential generating backforce (Fig. 5).
As described previously (Odum and Pinkerton, 1955; Tribus, 1961),
selection for maximum rate of power storage adjusts the backforce to be
half that of the input force. The maximum power property is implied
by the modular symbol whenever power selection has been attained
as theory predicts for real self maintaining systems. Where usefi
power expenditure is storage, maximum power selection of @ 0

(34) .

'
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i forée depending on the potential {. ce against whiich the work is done.

‘When two different l_:im!s ."",f ltnr;g:ll _'l.
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A. OnNe-Way Vavves

Adopnng tlm. diede symbol (Fig. I'm) for a valve that permits flow i
pnl}r one l;‘Ttﬂ'.‘L‘tlE’?l‘i,, the property of undirectional flow may be indi tlg
in the encrgy circuit diagrams. Many of the flows have this r-:::cai
because outsrldi: work is required to traverse pathways butp rss
:';:r hac:ﬂ;)w is I‘:mavailablc, The diode symbol need not be dr:icigé

© module on the end of the pathway has the one-way pro
of its interior structure, The self-maintaining mo Ul ol oy
has work gate feedbacks controlling inflow andgthus F;::]: ’Iii?: hﬂimﬂple'
The value does allow backforce to affect flow. I N

.B' LiNear Decays oF STorage

In Eq. (35) P represents the power delivered by potential energy

source W which decl; : :
i 1 eclines in potential energy diW/dt by the power

P = dW|dt = udQ/dt. (35)
In simple potential energy storages, decline in i :

be accompanied by decline in futput force ofp;]'t::?t;:i:;?ﬁr’ T i;m_l}'
compound population storages, it is the number of energy smra’ e 1:1 its
that decllnc_s and the force that declines is the causal grou aEtiu Hll?
the population N. The decay of energy follows the flux ilr]-l this I:wﬂ

only when lhrl: energy storage function is also in proportion to t:?
quantity of units stored Q. An electrical capacitor is an example of an:-
th_at i5 not, The\mass of charge on an electrical condenser discharges
with pattern of Egs. (35)-(37), but not its energy, which is prnpurtioﬁal

to the square of the charge stored [Eq. (34)). a

One of the well-established

of many complex population storages

have as first approximation
) ow dependent on storage, the !
being equal to the rate of decrease: o : ﬂutﬂ'ﬂ“_ﬁ*

dQldt = ] = L'N = (L|C)Q = (1/RC)Q.

Here, L|C is the fractional turnover rate and C/L the
o of Ba. 06 M
i A :

T
e ‘;*3-_-}' i

L i AT

14 -e-_}i"

experimental confirmations of the linearity ' ;
is the linear decay when inputsto "'
. " u I
sturlagc are ghmmated. _Thf: decay rates of radioactive populations, of """
sewage solutions, of soil litter, or starving animals, and many others = '

[} PR

(3&}--.1:

s fu 1y Jran i 3
: 1f initial storage is um.tpc integrated

-

+
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[ ]

- Encrgy storages [V follow Q in those population examples with linear

storage functions only [Eq. (28)).

'The constant L/C may be evaluated from a semilog graph of mass

with time.

C. Storace KINETICS

The energy storage has characteristic Von Bertalanffy kinetics as it
achieves a steady state when an inflow ] is supplied. Equations deseribing
the storage with time are similar for three cases: (1) the energy storage
may be passive but filling faster than its outflow which depends on
amount stored; (2) in filling a storage in a potential-generating situation,
increasing potential is developed against increasing static back force;
(3) the driving force is accelerating matter or accelerating clectrical
flow so that poteniial energy is developed in the inertia of mass or she

elzctriczi-magnetic field which opposes any acceleration until it ceases,

after which the energy of the inertia or of field that has been stored
drives the current. The latter property is used in electrical circuits

with wire coils as inductances to add time lags that are out of phase '

with those achieved by filling a tank against static potential generating
forces. This impeding property may be generalized in complex living

systems by behavior programs which have the same property of resisting -

input while storing energy in proportion to the original impetus, later
diverting the energy storages into actions that do later what the original
?ﬁ:uiﬂight have done had it not been blocked. {Aisymbol is given in
ig. 11
Whatever the process, storage rate is a balance of inflows and outflows.
Sometimes referred to as the Von Bertalanfy equation, the storage
tank is appropriately called a '"Von ‘Bertalanfly module" with saturation

equations (38) and (39). Energy is proportional to mass Q only in those -
systems with linear storage functions as in many population examples

il

(see Fig. 6): s pady By e Bowe W

: " G0N = T LN = ] S gley

capasrabias b §
equation. takes the form
ST o | BT

Fopo s wa

I i
'+ (38)

I

R T e I T B |

j.\:l CRE |




170 HOWARD T. ODUM

B L]
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Fic. 6. Von Bertalanffy storage module stated in six Iangung::.. e

D. ErriciENCY 1N POTENTIAL-GENERATING Crrcuirs

The1 loading of backforces from an output process which stores
potential energy (Fig. 4b) is in a different class from passive dissipative
loads. A potential load has an independent value that is not dependent
on the flux but is determined by its own energy storage level or by an
external potential in the case of an export circuit. The amount of loading
can vary from zero to a stopping load which converts the process into a
reversible stationary situation. The load may be greater than the input
force so that the process reverses with energy flow and flux in the
opposite direction, :

Unlike the dissipative flows, power output against a potential load is

not a conversion of potential energy into dispersed heat and thus by the
tmm:l ENErEY pri.n;:iple will not take place unless there is at the same

t for some diversion of heat flow for

e o L)

1.

-

-
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e old . given in Eq. (40) by the ratio of expressions f?r power given
in Eq. (8):

E IR =P - |
=ttt A3 F 40
: i & By 4 )

Classes of power output in potential generating circuits are those
given in Eqs. (28)-(34). An output of heat which develops a reservoir of
heat at a temperature higher than the surroundings is potential energy,
but an output of heat which disperses without changing temperature

gradients is dissipative and serves.as speed tax.

In order to measure the potential force loading, let us define a ratio
Z as the quotient of the potential generating force X, and the input

force X, , inserting f to place both forces in the same dimensions so
that Z is dimensionless: '

o | B X @

'When the ::tut]:n.ii.:|;:e'-:-1:t::n£ialf1'1'41':-:-4::&:E X, balances the input force X, the

process is stalled as on the right in Fig. 5. Then the force ratio Z is
one, the flux J; is zero, and Eq. (4) may be combined with (41) and
rearranged to provide: .+ i :

5 S T T @)

o=l “YI

The ratjo of condyctivities f can then be evaluatéd. Energy flows vary

~with laad ratios Z (Fig. 5). ' Any leakage is regarded as a separate circuit.

i i o i ! g ¥ ot
E. Exercy Frow 1N Levir TRANSFORMATIONS
1 i t i i

\ .
‘Asg in elument:iryi'scicﬁéd books, levers such'4s the inclined plane,

" screws, pulleys, gear wheels, lever arms, ete., can transmit power with

little loss whilé tratisformling the relativé magnitudes of flux dnd force

'_ reciprocally. Thus, iri Eq. (7) thé force X ‘may be varied with a compen-

satory change in the flux [ 4o thdt power expressed:is unchanged except
for losses to heat dispérsal. An example of a'lever transformation is

.change from situatiofi (a) to (b)in Fig. 3. '+ t

""The concept of tbrque for the force on a rotary system is usually
taught as the product of linear force and the radius, similar
exerting similar rotary dccelerations, even though force and rs

Iy

products
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F. Tug PossiniLiTies o Loaping

ower b
r thr:*rc is optimal loadmgpuf each l:it:rg:t{;igﬂ;f
storing energy, it is potem[al‘gencrating, and.
;l:;rgly dprmciple: if the potential-generating
oad, no power flows. Otherwise th
;:‘;::.j-:: f;:i ;.51551 ::dezzuscduf energy. The size of the potential—gencr:t;:;
il pecd and power transformed through that flow, It affects
nergy restored as compared to that dispersed as speed tax,

output load equals the jn

f1X1+JFzXa=P==P1 +P:-

where the Auxes are related to th
tuting (4) and (5) it
Eq. (41),

(43)

i in Egs. (4) and (5). Substi-
t B .
o Dbtai::n 0 (43) and also the definition of fa.rm: ratio Z from

Py = —Lyxp22(1 4 2), (44)

With i?nrr,es to the right considered positive X,

and Z is negative. This convention is different th

(Odum and Pinkerton, 1955) in order to sim

energy ctri}urt diagrams. Equation (44) expresses

in terms of the loading ratios of the i

i | output to input forces Z,

m;;}:t force X, is constant and L,, is the input t:f!‘rjnducti‘l.'it].-'. —
one sets the derivative €qual to zero so as to find the value with

maximum output, one obtains 7 — . i i
bt ; Z = —} and the equation for maximum

2 is taken as negative,
an that used previously
plify application to the
the useful power output

(45)

Suhsritut_ing (4), (42), and (44) into E
one obtains Z for the efficiency and
" power output:

q. (40) for efficiency of restoration,
0.5 for the efficiency at maximum

mnwlérﬁmlxa & F*;Pl = —Z=05. (46)

. Ev:'i.'lustim_'l of constants in.a particular problem can be made with
hata In particular cases, With output force set to balance input force so

t“aﬁ 1";1-: .I_E'mc':.“ at;ps, the ratio f is evaluated from
talled there is a flux it occurs th '

. siruit whish haa ot bace ssatieg b b seoEE, fome othe

Eq. (42). If while ...
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circuit, as done here. Later the overall input and output +.-I1hch;nciu

can be computed for a’network if there are several diverging _ﬂuws_

Henee, in deseribing the puwer-eﬁicizn:{::!r .r{“latiﬂns of a single r.:1lr:uh,
J, is zero when Z is one. The conductivities Ly, arnd L, as ';_'-rz,-uuusly
discussed may be regarded as the flux-proportional cocflicients 105
resistive force with X, or X, as input forces, and the r:ronduntivine:s
may be evaluated with flux measurements in situations with one force
input against resistive drag. . -

"Thus Ly, is equal to the coefficient of a resistive fnr::*:: v:rhcn a forece X,
is imposed on the system while X, is zero and flow is in steady state.
The other conductivities are related to Ly, and are evaluated as follows:
When the output force has stalled the input force as in Eq. {4”' fis
computed relating dimensions of L; to Ly; . With X, zero and v.?m?mdering
all leaks as part of other circuits, Ly, is the coefficient of resistive force
after a flow from X, is in steady state through the system. When the
wpui now is stalled with backforce X, so that [, is zero, then the
conductiviiies L,, and L,, are related as their dimensions f in Eq. (41)
and summarized in Eq. (42). Some other conversions among conduc-

tivities may be written as
Lyy =Ly f* =Ly /.

Equations (44) and (45) are plotted in Fig. 5. The pni::it_ of rn:"nximum
power may be chosen by natural selection under the conditions discussed
in which the power is flexibly usable as specific competitive criteria
require. Sclection of the maximum power point also sets the {orce ratio
and hence the efficiency at 509, [Eq. (46)]. Although one might
theoretically load a system so that'the force ratio (and efficiency) was
at some other value, it would not be a competitive arrangement where
power storage was useful. The loading would either be too slow or
waste too much energy as speed tax. One may state this as a fourth
energy principle that natural selection adjusts- the speed tax and effi-
ciencies of potential output to 509, for a single transformation. Whereas
power going into heat was found to be linearly proportional to flux
when the input force was constant in single dissipative flows, the speed
tax to heat on a potential cgnvgrsion goes up as the square of the flux.
It is the area betweep curves in g

Eiatil ol '
uT WHEN PoTeNTIAL LOADING i$:

(47)

r|p.|||'|.'_- L5 e i

o

G. Power Qutr
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important is the pattern of power output that
force is varied while the output potential load
. (Fig. 7). Increasing the in
an example.

results when the | input

force is held constan
put voltage on a battery charging process is

e Xz Constani
P, i

e

i i
% "
£
< Py fLagl XF ~X,,) F
LA
L] 1
Pz"-zz‘z”“r""‘ﬂ
100 |
’ P2
w [}
g
[T
[
L i
1) i

Fic. 7. Power storage P i .
a. efficiency of power storage, and
output loading X, is constant and rrlpuﬁ fo Be, input power p‘ when

varied. Loading of 504 is gncirgled.
In a procedure similar to that
expression for power nulprut aga

developed as a of the

used far derivation of Eq. (45), an
inst the fixed pntenm.l load .
e winhie put = res

ity g s W
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which s ﬂrﬂphtd in F‘rg 7. The power inpul Pl varies as the square of
the input force,

'Fl =anI:le’ g

and is also graphed in Fig. 7. The ratio of power flows is the efficiency,
in Eq. (50) as a function of the load ratio Z, defined in Eq. (41):

XX, (49)

(30)

This efficiecy is graphed also in Fig. 7. When f is one, the cfficiency
is the force ratio. From the steeply declining hyperbolic pattern of
the efficiency plotted as a function of the increasing input force X,
it can be observed that under increasing input force the system is using
greater and greater quantities of input power, and greater and greater
amounts are going for speed tax. Beyond the point of optimum cfhicibney
marked with a circle in Fig. 7, the system is very uncompetitive.
v If a system of varying inputs were set up so simply, it would rarely
-function effectively. It will be shown that biological systems with
' varying inputs have various devices for maintaining a more optimum
. loading ratio by varying the output loads dnd by other mecans. Like
viautomobiles they have their gears changed as the input force is increased.
Photosynthesis is one example
Because some properties of speed, starting characteristics, and other
aspects are selected by enginleers in th:: ‘design of such engines as electric
motors, there results the same kind of selection for power as exists in
the natural selective | pmccﬁ I'n both kinds af 5ystcms there are various
" devices for regulation, s tamnr. and control su that other loadings are
"not allowed. It is thus not hi“a}rs possible to var”y load experimentally
“in order to obscrve the chaniges in percentages of 5pecd tax, efficiency,
'ete_i- lhe basic su t-d rcgulnmr cunlcq{ “ig. 5}

L}

H. Resistance MatcHing oF DiIssiPATIVE Pnocsssﬁs N FLux Series

L B} x5 i L r .
When there are two r:l|551p3twc processes whose fluxes are in series,

sulch as two resistances in an electrical circuit, the one with the greater

resistance draws the grcater proparuon of the puwcr dissipation of the

‘two, but it is also the rate’li iting pmce'ss If the hrger one djmlmshes
‘it rﬂ.launu, it then nﬂo E ¥ :
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“liar Saar ik

" transformations in series is similar to that of
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drain, but the proportion shifts tp the other so that the smaller one h
less power dissipation thari when it was equal.

A familiar example of dissipative processes in flux series is the battery

ils

with external resistive circuit. The battery ‘acts as if it has a certain,

internal. resistance. Maximum power is drained to the outside when the
resistance outside is made identical, A higher resistance slows down
the flow too much. A lower one dumps energy within the 'battery.
The relation of power and load on the second of a pair of dissipative
power and potential
conversion load following the hump shape of Fig. 5. However, selective
processes need not necessarily favor maximization of a resistive dissipa-
tion, If the second of the two processes is a useful one, selection processes
may act to regulate its speed and thus its loading. If the second process
is not by itself a useful one it may serve a uscful function to the first
process if that onc is useful, regulating its power flow. If selection
causes a system's loading to be set so that the second process is at
maximum power output, this makes the first process subject indirectly
to speed control by maximum power sclection. A single dissipative
process has no maximum in its relation of load to power, but the double

series system with input force held constant does have a power-loading
curve with a maximum. :

I. Power anD EFFicieNcy oF PorPuLATIONS oF Procrsses Eacl
wITH ConsTANT Fonce Loabing

Equations (39)-(46) related power and efficiency where forces were
varying. Somewhat analogous equations may be written for systems
where the individual component forces are acting scparatcly, are not
varying, and have each backforce opposite an input force, The total flux,
power, and efficiency are then the effect of population force and popula-
tion backforce, the numbers of actions being the variable. Input forces n,
are more numerous than opposition forces n, . The ratio is z = fylny .

An input system with n, separate input actions may have some of
its population of input forces x, opposed by m, negative backforces x, ,
whereas others may be opposed by no backforce other than resistive

forces implied in the component conductivity L, . The number of .°

unopposed inflows is n, — n,. The opposed and unopposed ﬁui.ﬂl are
given in Eqgs. (51) and (52): g el

A, AN ESEHGY CIHCUVIT LANGE aLE 11

v adiding ul"l"i.nst;d and unopposed populations the total input dux J)7
W Al

.
[(\ilh.‘-!

5= e + fr.-"'a_""'t . (33)

Since ny is greater than n, , there are no unopposed component forces x,
and we may write for the output flux

Ji' = (ha¥y + leg) ny

i ted by one
the simple case of all component loads ratios represen :
goira‘i:li,m:x?)r:saium for power delivery follow from Eq. fll[iﬂ} :mh
substitution, of expressions (41), (42), and (47) for the group flux I

P, = Jix, = —lyxtn3Z(1 4 2),
PI. g j‘l.rxl = inxilﬂlll + kz:l. .

(5%

(35)
(56)

. ding ratios are constant,

Whese the component forces, fluxes, and !.l.'li g :
the p;r:'-'l:r dcliver::i is proportional to the ratio of Rupuiatmns 2 opposed
as well as the population of input forces n, . The input flow is propor-
tional to the size of the population of actions n; dlmm!shed ];:},r the 'mm;'
of opposing thrusts, where 3 and Z are both negative. The ratio ¢

the power flows is the efficiency:
P, —a(l +2)

s 57
P~ 142 ¢ (37)

Increases in the ratio # of opposed forces of a population of useful
outputs result in increases in flux, power, and efficiency wuh}uut m_amtrln;
up to. a value of 2 = 1. In Eq. (57), for example, t.f'r'fment:}r is mal:'v‘cim 4
when the force ratio of the component processes Z is 0.5 ﬂr.td when t ]?
ratio of number of processes =z loaded is 1 (1009 Iuad':d}. The overa
efficiency is the 509}, for maximum power storage possible.

\;’IH; Intersection and Feedback 4 .

I inte toa. o8 Wit Maws. Tave : hat depend on
- The intersection of two flows involves phenomena ti
thg‘ki;-:;r;; :eactiun, If the tso flows are of similar materials and energy
types, they may add forces and flows as in the _q.xam of

R s
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If, .howcvc_r, an inler_section involves different kinds of Aows that
trleactt in ;.iq?ﬁ‘mtcf proportions, the output may depend on the product a[
1¢ two driving forces and may be called plicative juncti, .
the tv . a multiplicative junction (Fj
Ihe intersection may hawv e
. ¢ a constant effect, drawin
(Fig. 1k) as a constant gai ' ’ st idams;
i EX gain amplifier. Figure 1i is an inte i
- operating switching action of one flow on another. In the SR
environmental networks the kind of functions
must be indicated by an appropriate symbol.
) ::, Danﬂ?w of energy or materials has a circuit connecting 2 down-circuit
O an up-circuit section so as to for i it i
. p-ci m a circular loop, it 1l
a feedback circuit.” For ex i e e
; ample, there is a feedback of electr]
power from the generator to the wate in Fi “leitisin
r pump in Fig, 8f, Th i
of the fecdback with the maj ng junction, bt the
n flow forms a converging i i
closed loop causes the loo I s e
P system to exhibit characteristic i
_ : stem ropertie
that are different from Intersecting junctions without fci:dbaCkP R

: notations for
involved at.each junction

There are many kinds of feedback. Some circuits return materjals

: :1-.:}:1:::‘:;{:1;:;;1 force or energy: others feed back both force and energy

Mmay serve as transport and enerpy barrier b i .

otherwise affecting the force, ener M atigy iy
, , : A £y, or materials flowing. Amplifi

20“5 may be involved in some part of the loop so that tie feegl::a:;

as more force and energy than the original up-circuit inflow. In other

systems the feedback h dimini
wetreain o as a irr_nmshtd force and serves as a gate on the

IX. Constant Gain Amplifier Module

If one energy flow under i
goes a transformation so as to increase the
:’Ercc and energy exerted through a second-flow by a constant factor
fu:ht:;:nml:un::tmm constitutes a constant gain amplificr. The intcractim;
f{.t !:_twcf cncfrgli-r flows is drawn with the symbols shown in Fig. 1k. The
mbination follows the second energy princi ' ing
: : principle by dispersing mor
potential energy into heat i i i g
e amp]iﬁEd‘gy eat in the amplifier flow than |slsturcd in the
If either the increased force X .
either the _ 2 Or the population force N, aft
:;nphicatmn 18 proportional to the input force, one may re;?rcase::
€ change with Eq. (58) where p is the amplification factor often

referred to as gain. The trian i
: . gular amplifier symbol of Fig. 1k impli
that power is drawn as needed to make the E:s. (58) andll[gﬁg} h:lr:lfh“

"o
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i e are other amplification functions also. The symbol g may be
constant or variable, If the gain is high, the down-circuit process may be
guided by the up-circuit process without drawing much power from

the input,
A. Feeosacks THAT ApD OR SUBTRACT

Shown in Fig. 8 are some feedbacks that pass the same type of force
and energy flow back to an upstream site so that they add or subtract.
Examples are electrical circuits that feed back electrons and voltage
to upstream junctions, or fluid pipes that return downstrram fluids to
upstream sites in chemical reaction industries. The loops closed by
these circuits may have outside energy sources and amplifier actions as
shown in Fig. 9d. '

Feedbacks may be classified according to the nature of the feedback
intersection as additive or multiplicative and positive or negative.
The feedback may be a pathway of flow of force and energy as shown
in energy circuit language in Fig. 8. Also there are feedbacks of effect
without a special pathway. Negative feedback is implied in the Von
Bertalanffy storage module in which the outflow is proportional to the
storage. In Fig. 6 the energy storage symbol with a steady inflow [ and
density dependent outflow AN is shown, The differential equation for
the storage is a balance of the two flows. Converting to integral equations
and diagramming the terms in block ldnguage, a classical negative
feedback, stabilized system results. In other words any storage unit
is a negative feedback stabilized integrator of energy flows even though
there are no actual pathways of force or material feedback. The property
in ecology of density-dependent population regulation turns out therefore
to be classical negative feedback. Also shown in Fig. 6 is the clectrical

analog equivalent of one storage comipattment. Much ecological and
tracer simulation so fir has?inunlved chgins of these ujm'.ta.
: e ;

B. Feepsack Loops WHicH Abp FORCES

One may characterize the general pattern of additive (or subtracting)
feedback pathways with equations roiating forces and transfer functions.
Using symbols in Fig. 9d, the force "X, or population force IV, exerted
by a feedback loop is given by

Ly w,
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involv i
nvolved, an outside power source may be operatin

tns : g (Fig. 9b). In Fi
& I::r:. bo:f symlbol _{a square box is reserved as a gcnira!gpur:ros: sF 1glt?d
4 function is unspgcified or one for which a special symb};?-lh:i

not been assigned). In Fj iati
it red). g. 9¢ an abbreviation has bee
Fig. 9d emphasizing the role of force N, modulatin a-cm i
* g a-power flow from
I G o ; .
 : :d::ft :érc::,' Il:ﬂlEltml} i?f ﬂ:;sgghnptcr. a constant gain amplifier stage
ated, 1gs. 1k an » with the po :
|\t_hn-: n:n:ﬂrné]mg force from the left and thg ;::*r ;& S e
rom the down-circuit to the up-circuit iunesd
| : p-circuit junction. The ¢ ircui
%T:FI{E d:f]Zcrla slightly from the well-established usages innccrigeztcuqu"
¢ symbol does not mean a switch in sign (plus-minus) and itmrrrllll.:::t.

carry a heat sink and
. A 3 power suppl A { A
shown in diagrams of electron Hol:.x?: SIS T are. ot necessarily

Stable feedback loo
ble f ps apply a fo
Opposite sign so that the net f};rc: i;ﬂﬂ s
. that point, as stated in Eq. (61) using

feedback junction with

the algebraic sum of the forces at-
symbols shown in (Fig. 94):

Ng = N, + BN, . (61)

for the_ transfer function of a linear
following, basic equation for servo-

Cnlnlfnining (61) with Eq. (57)
amplifier, gX,, one obtains the
mechanisms:

X =—2f _x

A G, . |
| 3 28 Ny = Tl Ve {62)

il

T i oy

fgr.;;:;'ﬁ:;:;of;' beyond the down-circuit loop is related to the input

- fcm;h ; ri. ing to the I’rfa_ttmn that contains the gain factor g and

s act ttmctmn B. With values of g and their algebraic sign

N ],f state output nl’r the loop may be calculated. If the loo XI
egative to X, , there is a stabilized steady state. If, hnweverp tht:

feedback is positive, & i
ek s » Lq. (62) provides onl i : i
\rali,_- i ol e Seq“cn}:e ¥ an instantancous transient
'ken the feedback circu; to dimini
i cuit acts to d
the main flow, it i pragcl
:;:zn: ]1::;;:::’?; :fcott:nurt_fml:dbank force there is in the role of a cancelling
3 les varations' in the energy in 1
th_rcas positive additional feedback is ?nsnill.r :::Imtp i
St s, = + Negative feedback.
: it .:15, ing flov

he force, flux, or cnergy of

dback flow extending

sm_for stability of flaws in spite of noisy variations | .
b g P e
: it Lt A o
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cof aesthe drive at (N, - BN,), which then inereases the force at N,
ctv. Soct, an arrangement draws increasing amounts of power from
storiaze of inputs within the loop, N, , and accelerates. It is unstable,

. since no steady state is reached until ultimately, the acceleration ceases

due to limitations in the power sources.

‘I'he Malthusian circle is the special case of positive fecdback drawn
as Fig. 9f, in which the output of an amplifier is fed back for amplifica-
tion again with no outside flows other than the supply of power and
materials entering at the amplifier as needed to provide gain. Such a
system accelerates growth of materials, forces, storages, and energies.

"

X. Work Gate Module

Shown in Fig. 1f is the work gate module that represents the work of
one flow of energy controlling and facilitating conductivity of a second.
If the effect of the second flow on the first is linear, the module in effect
“has an cutplt proportional to the product of the driving forces of the two
pathways, and in that case has a multiplication sign x on it. By custom

~ the main power flow is shown as the horizontal one and the limiting and

controlling lesser energy flow is shown passing in from above. The heat
sink represents the usual spontaneous heat increasss associated with
any process including those from the coupling of the two forces. The
gmaller flow is the signal‘in an amplifier effect in controlling a larger low,
but the gain is 2 variable, proportional to the forces. The snialler control
flow may come from another part of the network or from outside energy

sources;

J = kNN, (63)
J = kN X, , (64)
J = kX, X, . (65)

If one energy flow facilitates the transport of a second flow without
increasing or decreasing the latter’s force or energy, the first flow is
accomplishing work of transport. Transport junctions are amplifiers
with pain equal to the ratio of the control flow to power flow. In several
‘natural systems it seems to have a value of the order of 100.

The transport may involve temporary amplification followed by a loss
of the temporary gain. The transport may invelve structural maintenance .

,.,r_'!'!'- __ A A «_"‘F .. aking, 8 i s < 4
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involved. Amplifier and transporter junctions are given in various
combinations for some hydroelectric systems in Fig. 8.

-

A. Crossing ENErcY DARRIERS

The existence of circuits in environmental systems often depends on
auxiliary sources of potential encrgy that allow transport flows to cross
energy barriers. For example, the maintenance flow of a repair man
(Fig. 8b), permits a generator flow on a permanent basis. Without
barrier-crossing transport junctions, complicated environmental networks
could not exist.

According to the sccond energy principle a pathway proposed so as to
involve an elevation of potential will not flow unless more than equal
expenditures of other potential energics are provided. Thus, water does
not flow uphill without a pump, and electrons will not cross a vacuum
tube without an c¢nergy source to heat the filament. A circuit with a
route through a state of higher potential thus has an energy barrier
that requires an auxiliary energy source as a pump, although the ultimate
source of auxiliary booster circuit may be the same. i

In Fig. 8 are schematic shetches and encrgy diagrams for water
pumping situations, illustrating energy barriers and energy pumps for
barrier circuits. In (b) is the coupling of gravitational cnergy gencrating
electrical potential energy with accompanying speed tax. In {c) is the
reverse with clectric potential energy generating gravitational potential
in raising water with accompanying speed tax. In (d) the flow crosses
an energy barrier with the combination of pumping of sketch (c) and
a frictional dissipation of energy after crossing the barrier. In (e) the
energy on the falling side regencrates some clectrical potential with
some encrgy for speed tax and friction. In (f) there is a feedback of
the electric potential gencrated to the pumping flow with levels and
loads so adjusted that there is no net potential. Finally (g) shows the
flows of (F) but with some net generation of electrical potential.

For situations (c)-(f) as shown, there are three ways of drawing the
energy circuit depending upon one's point of view. If the water flow
is of principal interest, it is shown with the horizontal input line and
the electrical input is shown as a work circuit flow with down-directed
arrow across a circuit box. ;

Where there is an energy barrier not in ng thereafter a net gain

uxiliag

valvi

the
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185

-

\o1 there is o feedback to the barrier pump of the encrgy gtnv.jrated
bv Iu:.-~ fall of water downstream. Like the smr:'!e\?hat simpler stp'l:iun
which has the same energy diagram, the process, if interrupted, requires

4, AN ENERGY CIRCUIT LANGUAGE

_ putside cnergy for restarting.

Using the terminology and diagrams qf Fig. S,‘ one may ch?;ct;rmi
cnergy diagrams by the work necessary to maintain Iﬂnw. h u+::ﬂ o
the energy of complex systems is dissipated in pumping other flows
over energy barriers and'gaps. For complete representation thc dla.grams
should also have maintenance work flows for any structures involved.

Since the work flux of maintaining flow across energy barriers m‘mhes
dissipation of potential enérgy into heat either from the outside or
from a feedback, work flows are not reversible. Crn?ss:bn[rler systems
are ordinarily unidirectional. Transporting and al‘t}phf}"ll‘!g junctions are
usually one-way gates. Since the transport circuits involve the mtcmctl;:]n
of the flow transported 4nd the work flow of the pump, they are usually

® "

double-flux reaction systems with kinetics as discussed subsequently

below,

B. DiacramminG PATHwAY DETAIL WITH \ffonx GATES

As first presented with Figs. 3 and 4 energy flow pathways were
diagrammed as simple lines plus some heat sink dispersion either along
the pathway or localized in a module at one or both tnfis of t!ju: segment,
these indicating the main association of the entropy increasing pfcces.!:
by which the segment was spontaneously driven. The h::rx in Fig. 4¢
left the functions as an unspecified operation of the input energy.
This procedure can represent simple or compound processes Vis-a-vis
their contribution to the overall system. The smgleilme compart-
mentalizes much detail of the pathway. This procedure is useful where
pathway details are not of interest. ;

If, however, the pathway details are of interest, they may be
diagrammed further by adding those modules that show the energy
flows more explicitly. For example, Figs. 8f and g show d::}mis of water
flow butween two lakes in which the energy resources available to that
pathway drive the flow through various work diversions on the pathway.
“These could be represented by the simple lines of Fig. 4b if the detail
“c';"-h:n:n:;;:::::l:s::fnn CNETRY. Q.nr_rirp_r.-_a'i_._m u:iﬁd;_éi!x'ﬁtl_m 1 rx

: . b B ok dpadpsa . , Py

pet R S e
semien: apndt o
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higher energies with enough impetus to cross energy barriers that
would block other molecules. In chemical reactions repulsive forces
of molecular charge often copnstitute energy barriers. In effect a subpopu-
lation of the molecules is being pumped over a barrier by power trans- -+
formations within the others. The energy circuit is Fig. 9h. The
Arrhenius relationship of reaction rate and temperature reflects the
. nonlinear distribution of excessive molecular energies with temperature, ry e
Whereas classic teaching of thermodynamics relates rates of reaction
to the energy barriers and not to the potential energy of initial and final
states, most real systems of the natural world develop networks in which
there may be feedback of some of the potential energy of the overall . la)
reaction into maintaining the pathway or aiding the crossing of the
-energy barriers (Fig. 8f). The amount of energy which may be derived
from the two states in this feedback arrangement is a function of the
nature of the pathway. Classical thermodynamics emphasizes the r
equilibrium state at which there is no pathway and only the potential
energy independent of path is appraised.

S
»

C. MuLTiPLICATIVE JUNCTIONS WITH LiMITING FrLows E 4 Ny or 4,
If two flows interscct at a junction where they react in definite ratios =
and the output is the product of the twodriving influences [Egs.(63)-(65)]
the processes are said to be second order. Many biochemical reactions
are double flux reactions as are processes on a larger scale, such as the
flows of parts to be combined in 2n industrial assembly line. The
amplifier and encrgy barrier transporter transformations are special .
cases, '
Multiplicative junctions are diagrammed in Fig. 10. Figure 10a is
the encrgy diagram showing two converging energy flows intersecting
in the work module (symbol marked ) that represents the multiplicative
effect of the separate influences at the reaction site. Also shown (Fig. 10a)
are two auxiliary flows under driving influences X and X, which
serve as transport pumps in supplying the two energy flows to the
reaction site developing a force due to the potential energy in the states
of the rcactants assembled. The rates of pumping by the auxiliary
flows control the rates of supply of the reactants. At the steady state the
rates of energy transformation conform to the rates of supply rather than
i vice, ve::a, In Fig. lﬂu, :t‘ t‘m: m.ﬂows are fast the cunuentratlm in the .

o=
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These auxiliary costs may be derived from outside as shown in Fig. 10
or from a feedback.

In Fig. 10a is a material diagram for those examples that show the
convergence of two matérial flows [, and J, to form one flow J, plus
some bypass of excess as )'e. There are, however, many double-flux
processes where only one of the flows contributes material to the outflow,
the other inflow contributing only energy. Examples are the transport
transformations that were already discussed. Figure 8c'shows the simple
flow of material where the second branch of the inflowing reaction
invelves no material contribution. '

Equations (63) and (65) are familiar relations from mass action
chemical kinetics for the reaction flux when the combination is in
proportion to the opportunity for combinations according to the concen-
trations at the reaction site. A double flux process multiplies the forces
of N or X.

For some macroscopic flows, N, and N, are the populations of reacting
units each exerting component forces and energy transformations.
For the'system of flows drawn in Fig. 10 the concentrations N, and N,
increase or decrease until the flux J; is consistent with the inflows J,
and J, as driven by remote forces X, and X, and, -if present, their
outside-supported pump drives X, and X;. Thus J; cannot exceed
the stoichiometric. requirement of the smaller of the two inflows.
Changing the junction process by changing & in Eq. (63) only modifies
the concentrations N, or N; necessary at the junction for steady state.

Equations (66) and (67) describe material flows in the reservoirs at
the reaction site in Fig. 10a:

dN\fdt = Jy — J = —s]s, (N, limiting), (66)

where 5 is the stoichiometric ratio J[J; of necessary use, and
dNyfdt = Jy — 5]y — Je. : (67)

At steady state the rates of change in Eqs. (56) and (57) become
zero with Eqgs. (68) and (69) resulting:

h=sh, - (68)

Jo=S8]i+ Je. (69)

Except for the special simple case of J, and J; in the ratio of their
g Y i imiting. for. &

i e i

——
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'+ tor the reactant inﬂ??'i"fﬂ'.i“ :_:xc::aa, Ja - Equations (68) and (69)
" yonne the concept of limiting factors. .

‘I:“:ulm:.l‘;ltl-]ftluit ﬁO\Es the energy may be associated T.I:IN.E \:mh one
flow or the other or with the rela_nun of thF tw-::-,‘The uex:. pfmt!u ]as t:
which flow is the energy is sometimes relative. With a flow 0 l.;:: :_m [
oxygen reacting in a flame, one m-.g!ﬂ. r:g:.trd _the energy as in the u:d
out of mental habit, since the fuel is ordinarily the rare qu;nnty'?
the atmospheric oxygen the more commonplace. Yet with a fire within
an oil mass deep in the earth one ma':f-prcf:r to regard the oxygen as
the energy source. Actually both contribute.

D. LivmiTing CONCENTRATIONS TO DousLg FLux REeacTiONS

Involving extensive experimental data in sv_.wera] sciences are studies
of double flux reactions in which the quantity of limiting reactant at
the reaction site is controlled as an independent variable. Thus N, in
Fig. 10a is varied while the influx Ja is in constant excess. For ;1}1::
special case the export of the excess ], is proportional to the quantity IVy:

Jo =LN;. - (70)

Combining (63) with (68), (69), and (70), one obtains a rc::ta.ngular
hyperbola, Eq. (71), relating output flux to limiting concentration:

Jo = kJJNi[(L + SANy). - (71)

The relationship is graphed in Fig. 10b. Whtr} N, is nmall_, Is is almost
a linear function of the limiting concentration at the junction site.
As N, becomes larger, the reaction flux approaches an asymptote
determined in part by J, , the other input ﬂux._ﬂuthm:a have sometimes
de. nibed the curve artificially in three IUHES:‘lm.E.HI‘, 11rnmngl-narnh_n_ear,
and aonlimiting. In this derivation N, was limiting. If f"u", is ]|m_|nng*
a similar equation results with different constants and N, is the var::_:l:r:ri:.
However, it is simpler to place the usual limiting source in the position
as controller from above in Fig. 10a, swapping def:gr‘mmns. _ ;
Expression (71) derived above from the circuits is the cqu:tmn o
Monod (1942) for the effect of limiting growth requiremcnts on acr;:::
(Novick and Szilard, 1950). It is the relation to _}l'l'lnf!'!l‘ mﬂ P
cultu riments on plant requ
P
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Shinozaki and Kira (1961) :
‘ - and lkusima (]962
cxseiajlmcntal data, the limiting effects of water, Eirbﬂn}d::fi:iiﬁ:d' from
and light on plant growth as a reciprocal equation i e

s i .il_._ k
RN, A (72)

Here J; is the rate of gain in weight of plants, k, and &; are constants

and N, is the limiting fact : . .
form i; again l’i:lund.g S gk SIPREON, e h}'pc.r bolie

Jo = /Ry + kN, (73)

An advantage to writin .
An g the rectangular hyperbolas such as E i
:ﬁmpm.ml form, as Eq. (74) is the straight line relation which b ﬁ']]':I &
e fitting of observed data: g
. ke .
- LT Rt

f!:l_i::jl;fe L?;LI:E:H: i;:r p]:ltlc:ﬁ w:rsduu 1/N; . Tkusima (1962), for example
: or duckwee ' i l
various lf'm:'ting factors using this prﬁc}:rlitl:::.] Ve fu"ﬂmr} 4
ﬂﬂ‘rruréjum §1964} discusses the Baule-Mits
w:dri-:;:s c;ﬁ;crc ‘;::a:{x}pia‘m thfc ns;,rn;ptm[c graphs from limiting factor
tudies, 10N 15 a form of the saturatior i " wi
limiting concentration substitut i e e
ne subs ed for time. Although th et
graplh empirically resembles the rectan g Expoﬂtn_n'-lﬂ
pertinence has apparently not been nhmﬁﬁfar e i .th‘-‘l.f.”ff-.lﬂa]‘

I .[?4}

cherlich equation that was

E. MuLTiPLICATIVE Frows LimiTep BY Dirrusion

Consider next the speci i i i
sside; the special cases in which diffusion ; t
pumping in the limiting reactant (no X, in Fig, 10a). !Esqu::iﬂia?rl;;

may be rewritten -
becomes N,: Rl Fheo Nyecerts backforce, and X, in Fig. 10a

Jiv = Ly(N, — Ny), I [75}
:uhllcl; rﬁn 1: thlc cuncentraﬁon_ of the limiting material outsjde and N,
entration at the reaction junction. If the concentration ol,"' 'th:

nonlimiting reactant N, is maintained constant at the junction, one
. o 3 st | 9

e e

' by Rashevsky, Langdahl, and

151

¢ * 11 eosn the outside concentration of the limiting flow by tiis relation
pe-lice linear increases in the process. However, in most situations N,

v« not and cannot be maintained constant since it is used at greater
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. ratvs as reaction speed increases,

If the nonlimiting reactant N, is being supplied at a constant rate -
by some mode of transport J, , there may be an excess ], that flows out
according to Eq. (69) when J; is small. According to Eq. (70) this
excess is removed in proportion to its concentration at the junction N, .
Combining equations we obtain (77) for the multiplicative outflow in
terms of the external concentration of limiting reactant N, and the
nonlimiting flow J, where r, = 1[L;:

T NoJy
:‘ ’::‘f: + SNy + (Lefk) — ST,

()

; ~ nesrranging (/7) as (78), one may recognize the form of Rasheveky's

(1961)) equation for respiration J, as a function of external concentration
i Vy of a limiting requirement being supplied by diffusion:

T I

. i Liaag [ .I:“_j‘_ 1
i i Ll ||-|IN.I=\FIIJ'.+|, QIR P.-.--a.l-.
e s i e A k[;‘ ‘]I}I | . .
Equation (79) is'copi¢d from Rashevsky (1960) for comparison without
lji‘.ﬁlnging hin uI.}r'mHIéuls, gl e bt g TR TR i

(78)

N (LR T TN [ TIER T

N
A =] +T:—},u

(79}

R 1|

where X is concentration and Y is the fractipn of maximum metabolism
iito which the curve is asymptotic, This function like the simple hyperbola
- also rises to an asymptote as the outside concentration of limiting
..reactant N, is varied, At low concentrations the effect is almost linear,
..but at higher concentrations the asymptote is reached where J, is then
 limiting. Thus, varying the concentration of limiting reactant at the
| junction as in Eq.(71), prpduces somewhat simifar results to varying
+ithe concentration, pt, some distance 8o Itlﬁflt;hil't"‘a'ﬁécts inflow as in

Eqgu {¥T. . b ; iy
Many specia] gages of, fiqﬁb!lzuﬁ::;ﬂziq}%ﬂn Pllymirsl.gif t;:r: :Iudicd
s s, c Casc
12 ihi d il

Mux Js e, flow ‘of
ot !
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basic form in Eq. (77) above becausg of spherical curvatures introduced
for cells, for permeability considerations, and other specml complexities
applicable to cell metabolism, The theoretical expressions were fitted
*with considerable success to various experimental data from many
authors on respiration of sea urchin eggs, luminescent I:-ncterm and
Chlorella cells.

For purposes of recngnmng general systems functions, we indicate
again that the asymptotic form of all of these graphs is due not to
pucu]tantu.s of cell metabolism, but will result from any double flux
situation. The form of an asymptotic limiting factor graph is given in
Fig. 10c, and the effect of varying both flows is shown on the quadratic
surface. As one incrcases the limiting factor, the reaction output
approaches an asymptote at which the other flow is then limiting.

The equations for double flow interactions with limiting aspects
resemnble those of the Michaclis—-Menten kinetics of the cycling receptor

module but there is a fundamental difference since no recycling materials

-are required for the work gate performance as a limiting hyperbola.

F. Worik GATES As VALVES

Before they mect one of the twe multiplicative flows clearly carries
encrgy, whereas the second flow, also essential, seems to involve
relatively small flows of mass or energy. Regardless of its weight or
encrgy contribution, the limiting and controlling flow is the one inflowing
without excess, N, . Examples are trace elements required for photo-
synthesis and relay circuits in power stations, In such systems the small
flow serves as a gate controlling large energies. Complex environmental
systems have their power circuits modulated by control systems that
operate gates, some of which are multiplicative double flux junctions.
Double flux junctions are network valves.

There are two encrgy values which may characterize the limiting

flow: one its energy contribution to the module before reaction and
the other the amplified value of its energy role.

Sugita (1961, 1963) and Sugita and Fukuda (1963), discussing
l:nzym:—chcmmal circuits, term the regulating flow at a double flux
junction a “throttling factor.”” An enzyme participating in a reaction,
and being regenerated does follow the Michaelis—Menten relation which

tt- 1ap¢cul case of a dnubl: ﬁux Jumtmn mvulnng i:cdhmk as ms:dcrcd
'L’n Fig.' = :

-~

S

<haracterized by its storage-to-force ratio [(C in Eq. (21)}, hy its work |
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hmiting and cortrolling flux can serve as a rate-controlling valve;
k:ut it ¢ tion thresholds are involved, off-on valve actions may result.

XI. The Switch Module

Logic circuits are a special case where work done by one or more
energy circuits controls another with only on and off positions. The
energy symbol for on-off valves is in Fig. 1i. A valve is a double flux
multiplicative junction with one of the two flows regarded as the control
on the conductivity on the other.

Figure 1i is the general energy switch symbol used for all digital
logic functions. The program of output response to input energy flows
and forces must be specified in detail. These switches may serve as
and, nand, or, or nor gates, etc. |

- On and off switching may represent birth and deatl;t of pathways of
orgamams The switch sylnbul for example, may show the convergence
of work energy of one male and one female, the output being propor-

tional to effective cmnmdcncel of the two lnpul flows (forces), the output

being rcpruductmn Another example is the rcqmﬂ:ment which controls
gonverging, voting work actions of people in elections. A logic function
for a system of two individuals becomes a finite population transformer
as in population genetics.

The switch requires maintenance erergy by at Ieas’t one of the inflowing
processes and like other complex modules the switch function has a heat
drain associated with its pathlway maintenance.

XIL S-E]f-Malnta!mnE Mm;lulz- - Eobre He ol

.

Figure lg ahowa the aclf-mammmmg ‘module. n ltE- simplest form
there; is potential energy. input, hcmg in part resmred against potential
generating forces, and then routed tu mcrease flow from the upstream
source by at leaat one kind qf work on the upstream flow. Cells, orga-
nisms, populations, gities,, and othcr units w:; resp:rarmn ma}' be
represented by modules of this class ntrhough most involve many
kinds of storage and self-affecting work. To completely specify the
¢haracteristics of even the simplest module requires the storages to be |

£ile module [k in qu«. [hJHﬁﬂJ' and b

* -I». s zlﬂd ﬂm ratid of potential
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(0}

Fic. 11.
form,

Component processes of the self-maintaining module with logistic growth

Feeppack Loors Wuicu MuLtieLy

When a feedback intersection involves a multiplicative reaction with
the input shown in Fig. 11, the multiplicative loop is sometimes said
to be autocatalytic by chemists and logistic by population biologists.
To obtain an equation for the loop transfer function, one writes expres-
. sions for each arm of the circuit shown (Fig. 11) and -

&
£
;. i

T

B e -

* Somctimes it is useful to rewrite Eq i’!ﬁ} in the form
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* “Itie etfect on the i'ucd_l:mck flow is
Js=BN;, L=hk],. (81)
. At maximum power adjustment J, is half J;:
Jo= L2 (82)
Thewdown-circuit drive is given by
Jo = kNy. (83)

The quantity being. stored O delivers force to its pathways according
to Eq. (21). The rate of change of the storage () is the balance between
the inflow to storage J, and the outflows from the storage to feedback J,

. and downeircuit Jy:

dQldt = Jo— Ja—Js. (84)

Substituting in (84) from (81), (82), and (83) one obtains a differential
equation, (85), which can be recognized as logistic by comparing with
Eq. (87) when N, is constant:

d! 1 kBN
Bl p_jo-Neo (85)

Since the cxport flux J is in'proportion to the storage force, the transfer
function for the multiplicative loop is also logistic. Sctting Eq. (85)
equal to zero and solving for 0,.one obtains the steady-state carrying
capacity as an energy-dependent expression, CN,; — [2C(I} + k))/k,B.

The logistic equation has been much used for study of the macroscopic
world and its usual ferm in ecology [Eq. (87)] may be compared with
Eq 195} If the n.agnitude of the constant percent change rate is linearly
and negatively diminished as the quantity g. approaches a limiting
value (¢ = K), then the differential equation, (86), results, the logistic
equation:

dglg dt = KK - q)/K. (86)

5 Pra e i
4 b
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proportion to the chance of interactions g% If there is no backforee,
the module may still operate by logistic form if the outflows are being
pumped out by one interior circuit pumping or gating another as
shown in Fig. 11b. Energy draining interactions may be proportional
to mass action and hence to the square of the number of population
‘units. If there are neither backforce or forward force interactions that
produce negative square terms and the energy source is of constant
force type, then the module may grow exponentially (Malthusian).
If the energy source is of constant flow type, the growth reaches an
asymptote determined by the level of input energy in a Von Bertalanfly
charge pattern,

Integrating both sides of (86) with respect to time, one obtains the
exponential form, Eq. (88) where a = In(K — g,/q,) and g, is the
starting storage, when t = 0:

g = K/(1 + expa — &t). : (88)

An s-shaped curve results, shown in Fig. 11, in which the value of
the quantity ¢ levels off at K. This equation has often been used to
represent growth of a population of animals under the simplifying
conditions stated above. One set of experiments whose behavior fits
these simplifications is given by ITkusima (1962), working with duck-
weed, '

The form of the logistic equations in Egs. (86) and (87) has been
related to biological premises such as an intrinsic rate of natural increase,
implying that & can be constant for a population. The derivations in
Eqs. (80)-(85) show the same type of equation emerging from different
component assumptions about circuits, forces, and fiux which provides
a more general interpretation. The percent growth when storage is
small is a function of the energy source and input force and is not really
intrinsic. The ecological forms of the equation [{86) and (87)] are
special cases of the more general circuit (Figs. 9g and 11).

These derivations illustrate the many response possibilities of the
simplest self-maintaining circuits, which are relatively casily represented
in circuit language but become cumbersome as differential equations.

Most real seli-maintaining modules {organisms, populations, human
groups, etc.) have much more complexity in internal programs of time
multiple '.m_?lhnﬁku. multiple storages, anr_dl Pafkage‘dg subroutines.

ATy M‘f .mu there s, in. visuslizin
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s 11 Cycling Receptqr Module

Shum'l; in Fig. le is the module which includes a feedback of down-

strvam cnergy interacting multiplicatively and positively with the

upstream flow but with the additional constraint of being dependant
on the recycling of a material which is constant over short periods.
'T'he receipt of light energy by an electrical photocell, by photosynthesis,
and other processes is included as shown in Fig. 12. The kinetics of
this module are also given in Fig. 12, which has an equation for output
as a hyperbolic function of the input, the output leveling off as the
recycling process becomes limiting.

(b}
Qg4
orP
1
{e)
-

Fie. 12, Cyeling receptor muwule and component processes.




\ et et e N T Bk T A e

[

198 HOWARD T, ODURM

the receptor is returned to its receptive state, the' pot!:ntial enerpy
may drive other processes down-circuit. The sketch::u in Figs. 12 and 14
illustrate operation of receptor circles. Balls falling into a bowl or water
waves on a rocky shore splash water from the low energy state into an
elevated reservoir from which. it may flow down.again doing work.
The receptor material is water.

G FOR CONSTANT QUTPUT

I
. tel

OPTICAL DENSITY/MM?

CRVN N L
I, GCAL/CMY/MIN
{b)

Fua. 13,

Quantity of cycling receptor for delivery of constant output load with
- {a} Theoretical prediction of cycling receptor module, O = (K + AN

W
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as gndicated by the < symbol, The loop arrangement tends to simonth
wit vaeaien, When energy inflows are excessive, the receptor is kept
in the upper reservoir, unavailable for further input reaction; but when
inflows of energy are small, most of the receptor is back in receptive
state increasing the probability of reaction.

Although quite different examples are given in Fig. 14, the energy
circuits are similar. In (a) ocean waves throw water on an elevated reef
from which it flows back to the sea level. In that example the receptor
water 18 unlimited. In (b)~(d) electrons are the recycling material,
receiving sound and light energies; (d) has pulsed electzical flow in an
input circuit storing energy in a second circuit by induction. In (e)
mercury vapor is the receptor, and in (f) the revolving cups of the wheel
are the receptor. The Michaelis-Menten formulation for an enzyme-
substrate reaction is shown in (g). Most interesting of all are the photo-
synthetic receptor systems involving chlorophyll. For simplicity all the

loads drawn in Fig. 14 are dissipative drains although other kinds may
be substituted.

la) (1 1] |.t.! tdl
holamalar L
1}))§ J“I %l \3{ 'LI %I I { %I
P"E?;'ﬁf:'u"‘

LS L]

Pholochemical Q
seslalion

rCury

Wanpr Enryma

lnl ) lgl

Fic. 14. Examples of cycling receptor systems
(2) water waves, (b) sound, (c) light,

'[l! substrate packages.

receiving traing of pulsed ENErgy.
(d) pulsed voltage, (e} light, (F)cannon balls,
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A, KineTics oF Recerton CIRCLES

The kinetic behavior of a cycling receptor circle is given next in a
general way applicable to all of the examples cited. Derivations for
particular examples were independently given long ago. For example,
Michaclis and Menten (1913) and Hearon (1949) provided expressions
for enzyme reactions, Mitchell and Zemansky (1934) gave equations
for light reception by mercury vapor, Rose (1961) expressed the photo-
chemical activation of anthracens, and Lumry and Reiske (1959)
provided formulations for chloroplasts. Consider the notations written
for the energy diagram in Fig. 12

Energy is inflowing past the receptor zone with intensity [ so that NV, ,
the concentration of energy packets in the range of reception, is in
proportion:

Ny = kol. _ (89) -

The total quantity of receptor material is the sum of that in the receptive
low energy state ©; and that in high energy storage reservoir Q,:

-

Q=Ql ‘F'Q:r {9{]}

The multiplicative reaction of the encrgy and the receptor material
produces a production reaction flux J; carrying activated receptor and
energy into the storage reservoir marked Q,:

}1 = 'kINIQI *

If the force exerted by the storage is in proportion to the amount of
receptor activated there, then

e

N; = Q,/C. | o

Flows out of the reservoir go in proportion to the number and force
of the activated receptor units there. Hence the recycling flow of receptor
Ja 18 in proportion to N, . It is a dissipative work:

Jo = LN, = (L|C)Q,. 3

v

-

-
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The pnpulntinn+ forcg Ny from the upper potential energy storage is
obtained by combining Egs. (92) and (94):

_ - N = RMOQIL + Chokyl). (95)
The steady-state fi i i ial i i

e ¥ ux Jin the cycling material is obtained from Egs. (93)

J = LAkQI(L + Chyh,1), (96)

For systems which have energy storage in linear proportion to flux,

as in many biological storage processes, power delivery P into productive

is:lmrage compartment is proportional to potential energy value per unit
ux : :

P = Lk QI(L + Chol). (97)

“The form of this expression is shown in Fig. 12, the familiar graph for

Ehoivoyntliesis with light or enzyme reaction as a function of input fuel
substra.e. ' )

If tht:re i$ an output circuit with loading backforce Nj driven by
energy in O, , the output flux is the sum of force N, from the reserveir
and load, the latter being negative (see Fig, 12a): :

=L+ LN, " (98)

Flml'nbining (95) and (98) one obtains the output in terms nf the energy
inflow to the receptor cirele;

- Ln&uklgf T 3
Jo= L+ Cigd + LaalVy . (99)

Raser{IEIﬁ]} provided a procedure for analyzing data for such hyperbolic
relations [Egs. (94)-(98)] plotting reciprocals to obtain a straight line,
Thus, the. storage potential N; and the pertinent fluxes Jand J;of a
receptor circle vary with the input energy flow I according to rectangular
h}rpertzolas like that plotted in Fig. 12. This relation js for steady state.
Passive or operational electrical analogs can be arranged. The
photometer in Fig. 14 is a special case and may also serve as a passive
analog. All these relationships define - symbol in Fig. 12b.
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not drawing much power. In a regime of varying input force, the svstem
would rarely be set at the optimum loading for maximum power trans-
mission of potential,

In comparisen, consider the graph of the hyperbolic transfer function
(Fig. 12¢) for the same variables and coordinates. The presence of a
cycling receptor O which is limited in quantity causes higher efficiencies
by allowing excess energy to pass without reception for use by other
units. The cycling receptor serves as a feedback governor on the loading.
Energy bypassed is available for use in other units. Both P, and P,

follow the shape of the graph in Fig. 12.

C. Loaping AxD Power Transmission OpTIMA IN PHOTOSYNTHESIS

The input-output loading arrangements in the cycling receptor
systems of Figs. 11 and 12 at steady state permit the same kind of rate
variations with loads as discussed for potential generation work modules.
For maximum conversion of energy into storage potential there is a
particular loading ratio. If the input light is held constant so that the
density of photons available to the receptor sweep is constant, the input
force is also constant [Eq. 89]. By varying the output load from zero
to a stopping load onc obtains the hump-shaped output curves already
given for other systems in Fig. 5. Photosynthetic examples were
represented (Odum, 1968) where data from Lumry and Spikes (1957)
and Clendenning and Ehrmantraut (1951) for the Hill reaction with
varying concentrations of reactants were graphed in a hump shape.
A blue-green algal mat under constant light provides a hump-shaped
power delivery with varying external loading (Armstrong and Odum,
1964). The receptor system follows the optimum efliciency-maximum
power principle.

However, in most photosynthetic situations the input varies diurnally
and seasonally with the march of the sun. For optimal loading to be

maintaired in spite of varying inputs, some flexible ways of changing !

the Ioading with input are required. Gears have to be changed as in-
the accelerating car. Whereas a simple potential-generating transforma-
tion has a very poor response under such conditions with a poor setting"

most of the time, as shown in Fig. 7, the cycling receptor system has a '\

better regulated response (Fig. 12). P
The single cycling receptor system draws less power and has a higher

e ‘W ;u?dﬁf

18

the varying input regime. Systems of several |
“ 1 . wtable patterns,” as discu

& il ';_.:;1"’" ,,\_;'1
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Ir Coasens v Poaest Crenine Systess Forn Loan Aparraios

A number of mechanisms are known which help to adapt the plant
receptor system to its loading. Some are rapid responses characteristic
of the loop; some are adaptive physiclogical responses involving addi-
tional special circuits; and some are adaptations accomplished by
substitution of species in the system. The coupling of flows from one
pigment to another as drawn by French and Fork (1961) provides
means for stabilizing output where wavelengths are varying.

The adaptive properties of the hyperbolic loop function can be
recognized by study of Eq. (99) for downcircuit flow. When light input
is small, Ckok,J is small so that the relation approaches that in Eq. (100):

u I'L’lll]l - UIQJ +L"N’ : Hm}
When light intensities are high, Eq. (100) approaches Eq. (101), the
asymptote of the hyperbola:

J

H Il‘r#u

= (LaQ/C) + LN (101)
When Eq. (99) is solved for Q, the quantity of total receptor cycling,
Eq. (102) results: ;

Q = (RACT + LY J3 — LyaN3) [ Lyghohy 1. (102)

At any light intensity the output may be increased by augmenting the
amount of chlorophyll and other pigments that can be brought into
action. Limits to adding pigment are the physical limits of space for
more pigment, the energetic costs of synthesis and maintenance, and
the need to match input to the output loadings.

From Eq. (102) O, the pigment required to maintain a constant output
l:!f photosynthesis [, at constant load N, is in inverse relation to the
light intensity. As graphed in Fig. 13, thé drive applied'to downstream
loading can be adapted 0 increases in light intensity by diminishing
the pigment. The effect is large only at small light intensities. Shown
also in Fig. 14 is a graph of experimental data for Chlorella from Phillips
and Myers (1954). Wassink et'al.  (1956) report such 'adaptations in
maple leaves, Gessner (1937) in'land ¢ 7 water plants, and Steeman-
hmlwn'l{lﬂﬁlj in plankton, to name a few. Ve

Ll s A wly iyt e
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feedback loop which controls the inflow process by multiplicative and
limiting actions. An example is the green plant, which has a respiratory
system. More complex examples have more than one respiratory system
(Fig. 15). An example is the plant and animal symbiosis of corals and
zoochlorellac-containing hydra. On a large scale the module represents
plants and consumers of ecosystems or agriculture and cities. It was
already shown that the cycling receptor module had a hyperbolic
transfer function due to the limits that develop by necessary internal

" cycles. The P-R module adds more cycles. Generally, the form of the

output of a group of cycling processes coupled into one system behaves
with an asymptotic pattern not unlike that of the simpler single recycling

system. For example, analog simulation of models in Figs. 15-17 show
this stability.

XV. Economic Transactor Module

For humar systems with circulating money currency, Eq. (103) and
the module in Fig. 1j pertains:

.!IIII-'l'Il'."II'ElII i _"k.irﬂlﬂ.ﬂ'lfl" i {Iﬂ:ﬂ

Flows of currency move opposite in direction to the flow of potential
energy and work but are at each transactor point regulated to go in
proportion to the price established for the goods or services. The money
flow must balance and this happens if there are loopbacks of valuable
work services that have upstream amplifying cffects that are worth as
much money as those with more power. The money system ensures
some distribution of closed loops of service organizing each compartment
of the system in exchange for return paymenis and encrgy flows. Shown
in Fig. 16 arc some usages of the economic transactor system.

The relationship of energy flow and money flow shows that in a
macroeconomic sense, the energy and money flows are coupled and
neither can be understood without the other. Since there is a balance
of work services of comparable value among components and a balance
of money payments it is possible to determine the ratio of one to the

ather in a given economy-at a given time by dividing the total energy
i he

" hy elfmimli_ﬂg detail within the plant (P-R) module. {c) Entrgjr_#]. Idiagram (a)
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Fig, 15, System of production and consumption in energy circuit lanpguage illustrating
cycles of work feedback loops within cyeles, The process of modeling, simplification,
and simulation is illustrated in the sequence from (a)-(¢) or (f). (a) Encrgy #1. An
ecological system showing plants and consumers doing respiration and maintenance R,
Within plants iz a cyeling receptor module, a workgate receiving control loop from
mineral-COy; mix pool, and the plant's own respiratory system R, . Total respiration
in the dashed box includes plant and animal-microbe respiration wnits which feed
by-products into nutrient-COy pool.  (b) Energy #2. Diagram (a) is further abbreviated

her into Two von BertalaniTy storuge mq:lda.ll'-nqr work gate con
; seluse ——_
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"

Fic, 16. A system of recycling currency showing component processes and modules,
where N, is the agriculture sector and D, its capital; Ny is the urban sector and D, its
capital,

The ratio of encrgy flow to currency flow is maximum near the source
of energy decreasing downstream, but the energy value as amplifier
control increases downstream in any surviving system which has its
downstream units reward-looped to the upstream inflow modules.
The encrgy definition of value of a flow is the sum of the two energy

components (actual flow and amplified loop effect). If the downstream °

units are people, their salaries are highest in proportion to their amplified
loop effects, since their actual power consumption is small and little
varying. Macroeconomics is a system of currency and energy, the full
analysis of which is not possible using one of the component networks
alone. The diagram for a simple two-module simplification of an economy
with agricultural and city sectors in Fig. 16 implies the following
equations: . il

Work gate on agriculture: i i

L= io”Jﬁ {134]

G

. i oo, 1] 1
Rate of population force accumulation in agricultiral sector (Ny'=

Q,.J' Co):

(105)

|
|
{
i
!
[

further details are added and rests are made
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"Currency flows from capital storages D:
Jo=hkDy,  Jy=kDy; (108)
Rates of change of capital:
dDyfdt = J— ]y,  dDyfdt = Jy — J,; (109)
Constant total currency in System:
D, + D, = K; (110)
Energy costs of maintenance:
Ry =hNo,  Ry=hN,. (111)
On analog, the model's behavior depends on functions used to control
prices k, and &, . . " .

XVI. System Examples and Their Simulation

_Some energy circuits with various degrees of complexity are given in
Figs. 15-17. Included are some for very simple physical processes and
others for systems of man and nature. The reader will recognize various
degrees of combining and compartmentalizing of detail, a practice

. which hides detail and creates a model to help the human mind visualize

broad features of the system and its possible responses.

. For simulation,; modules, of the energy language carry with them
that characteristic performance as often written with differential equa-
tions. The energy diagrams are themselves mathematical expressions of
the network or our, model view of it. It is almost an autgmatic process to
substitute difference equations or differential equations for each module.

+ Then an-loy or digital megns are used to keep a rupning computation

uf,ihg stocks, flows, and rates, of the many parts of the system under
testing with varioug forcing functions and other experimental manipula-

. tons that answer questions about the system’s performance. When

the temporal responses of the model have similarity with that of the
measured system, one is encourpged that there is truth,in the model and

not gq;.q us,
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The cocfficients were evaluated by substituting known values of flux
when storages were known. The steady-state annual flows and fluxes
may be used for this purpose as a first approximation. It is often
convenient to write steady-state values of stock and flux on the diagram
as in the example, Fig. 17. The outflow coefficients are the ratios of
flux to stock, the fraction passed per unit time (see & in Fig. 6). The
reciprocal is the time constant, the steady state turnover time.

.

" KCal/m¥ryr g i
. 36
& ORK
AGRICULTURAL NIMALS 4
WOR ')
LIGHT e 2.1
ENERGY
1,500,000 38T |
STORAGE 37
WORK OF RAIN B0
L 45
TO TOWN

Fig, 17. Example of a system of man and nature in energy circuit language with
stocks and steady-state flows indicated (Odum, 1968). Monsoon agriculture in India
is portrayed showing the role of sacred cows.

If passive analog simulation is used, the energy circuit language has
its equivalent circuits (see example in Fig. 15f). If operational analog
simulation procedure is to be done, the block diagramming of the
integral equations are drawn as in Fig. 15¢ which also shows where there
are propertics of feedback stabilization. If digital simulation isto be done,
the difference equations for each module are written so as to add the
changes for an increment of time followed by a print and loop statement.
For the example in Fig. 15¢, the digital program for varying light J
in English becomes:

l. iweuT N, , Ny, Ny, by, by, I, P, R, X, Y, Ins memorylocations,
2. INPUT initial conditions for Ny , Ny , I, &, , &y, T,
3.' PRINT N. F N, iy k, ks T

+ kinds of facborn to be mcluded in t
4r
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9. Let ¥ =N,,
10. Let Ny= N,+ R — P, J

1. La N=N,-Y,

12 LetT =T+ 1,

13: priNT out N,, N,, N, P, R,

14. If T has reached desired stopping place, stop; if not, continue.
15. Return to Statement 4 and repeat with a new input value for .

Thus the simulation procedure for the energy circuit follows in
simple automatic manner from the energy circuit diagram; the, thinking
on the behavior and structure of the system is done in the diagramming.
Since groups of simulation and system characteristics go with each
module, the modules are the words of the language which carry group
laws and temporal transient characteristics that are helpful in thinking
and 2, ee5i0n In the same manner as in other languages. Many kinds of
systemz fom the physical and molecular to the ecological and social
can be expressed by the same language and the diagramming helps us
to recognize many as special cases of a relatively few general system
types. The examples used here to illustrate the modules of the energy

_ circuit were single processes that defined the behavior of modules in

their simplest form in terms of well-established kineties and enerpgy laws.
In application to more complex systems one recognizes the type of
module in the system before the exact kinetic gspects are known. For
example, populations of people, cities, land divisions, ctc. are self-
maintaining modules of the class of the logistic module although
complexity in these units makes it unlikely that the module would have
an overall behavior exactly that of the simple, single, lincar, fredback
multiplication. The details would have to ‘be verified by performance
studies and diagramming of the within-module circuits. However,
recognizing the class of the module does earry some sémiquantitative
feeling about the nature of the growth, stabilization, and power proces-
sing. In time the behavior of more and more configurations will become
known, and the meaning to thc language reader will also increase with
his knowledge.

Offered as a general systems language, the energy lang

¢ allows all
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arguments and is efficient in making ideas clear; at best it leads readily
from the real world data to realistic computer simulation.

The language has the interesting property of showing many entirely
different kinds of systems as similar in type. For example, food chains
resemble eddy diffusion chains; hurricanes resemble organisms; war
functions resemble carnivore actions on two competing food populations.

Hopefully the language synthesizes many disciplines. For vxample,

the work gate brings in physiological ecology; the cycling receptor .

module, biochemistry; the configurations of one or two self-maintaining
. modules, population ccology; the reward loops, mineral cycles; the numer-
ical flows, ccological energetics; the transaction module, economics; the
analysis of the diagrams produced, matrix ecology; and the more elaborate
control modules, the switch; and combinations, behavioral sciences.
Energy diagrams for rain forest and radiation processes are given in
our rain forest book (Odum and Pigeon, 1970), for marine systems in
our coastal ecosystems report (Odum et al, 1969), and for photo-
regencration, in Odum et al. 1970b. For previous applications, see
Odum (1967a, b, 1968), and for a general account, Odum (1970). ]
am grateful for comment from David Cowan, Gettysburg Cqllege.
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